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ABSTRACT: The Emergency Department of a medical center in Taiwan cooperated to conduct the research. A predictive model 

of triage system is contracted from the contract procedure, selection of parameters to sample screening. 2,000 pieces of data 

needed for the patients is chosen randomly by the computer. After three categorizations of data mining (Multi-group Discriminant 

Analysis, Multinomial Logistic Regression, Back-propagation Neural Networks), it is found that Back-propagation Neural 

Networks can best distinguish the patients’ extent of emergency, and the accuracy rate can reach to as high as 95.1%. The Back-

propagation Neural Networks that has the highest accuracy rate is simulated into the triage acuity expert system in this research. 

Data mining applied to the predictive model of the triage acuity expert system can be updated regularly for both the improvement 

of the system and for education training, and will not be affected by subjective factors.  

Keywords: Back-propagation Neural Networks, Data Mining, Emergency Department, Triage System. 

 

I. INTRODUCTION 

 
Emergency Department is the frontline for hospital to face patients in emergencies. The members in Emergency 

Department include the doctors, nursing staff, technicians, social workers, emergency medical technicians, administrative staff, 

fellow workers, and volunteers. This department runs 24 hours a day, and no matter first aids, observation and surgical operations 

can all be conducted here. It is like a small hospital in the hospital. Xin-Kai Zhou [1] points out in his research that Emergency 

Department is the hospital’s first line of the medical care service, and is also the place where people go to for timely medical 

service when they face emergencies. Hence, the medical care service quality and the appropriate allocation of resources are very 

important to both the public and the hospital. The so-called Triage System is based on the Appraisal Standards of Emergency 

Departments from Department of Health, DOH, Executive Yuan, Taiwan, (2009) [2], and there are 4 levels of the triage system 

for emergency patients: Level 1 (should be treated immediately); Level 2 (should be treated within 20 minutes); Level 3 (should 

be treated within an hour), and Level 4 (treatment can be held). The meaning of the “consistency” referred in this research means: 

“After the triage done by the nursing staff and the diagnosis and treatment from the doctors, the percentage of those in the same 

level is generally presented in accuracy rate”. Currently, the decision making of triage in domestic hospitals is mostly made by 

senior triage nurses (referred as nursing staff below). A research result shows that the accuracy rate of the consistency between 

the triage system and the doctors’ diagnose and treatment reached to 87% (Wollaston et al.) [3].  

The research conducted on the nursing staff and the pediatricians by Russo et al. [4] also indicated that the accuracy rate of the 

triage consistency reaches to 84%. It is obvious that the consistency of decision making in triage still leaves some room to 

improve, and on the other hand, the statistics also means that every day, nearly 2,423 patients are over triaged or under triaged 

because of the triage system and this causes waste of medical care resources and infringement of the patients’ rights (J.Y. Zhan) 

[5]. Moreover, the process of decision making is easily affected by the complexity of work, conflicts, nursing experiences, 

education and professional knowledge (Brillman, Doezema, & Tandberg) [6]. Hence, the more emergency patients are, the more 

complexity the diseases becomes. When facing the mission of triage, how to give consideration to the consistency and robustness 

of the decision making is the task to concern in this research. Data mining is used for the application to the predictive model of 

triage system in this research, in attempt to enhance the triage consistency and robustness through an expert system. 

The “Predictive Model of triage system” and “Predictive Model of Data Mining” are categorized and organized by means of the 

visit process and the current situation of the triage in this medical center. On one hand, the parameters with diagnostic meanings 

clinically are found through this predictive model of triage system. On the other hand, the concrete steps need to be taken can be 

defined through predicative model of data mining. After the confirmation and approval from the emergency department, the 

samples needed retrieved from the patients database of this emergency department are sorted and organized for necessary 

processing of information.  

A. Predictive Model of Data Mining  
There are many tools to choose from in data mining. Discriminant Analysis, Logistic Regression, and Artificial Neural Network 

are adopted in this research. Multi-group Discriminant Analysis and the Discriminant Analysis share the same purpose. Because 

the Discriminant Analysis is often used to compare with other categorization technologies, Multi-group Discriminate Analysis is 

also adopted in this research as the comparison basis (Sharda & Delen) [13]. Logistic Regression can divide the research results 

into two categories through a game theory (Such as: Success-Failure). Since categorical dependent variables are included in the 

parameters of this research, Multi-group Discriminant Analysis is chosen as the tool for triage. Since this is a multi-group triage 

in this research, the structure of date can be more complex, Back-propagation Neural Networks that can use non-linear transfer 

function is adopted as the triage tool, in an attempt to obtain predictive information with better accuracy rate for triage (Heidar, 

Nicolaos, & Mahesh) [14]. The predictive model for date mining is shown in Fig. 1. To enhance the credibility of the research, 

increase the accuracy rate of triage, the data is divided into the training group and testing group before analysis and 10-fold cross-

validation is conducted. 
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Fig. 1 Predictive Model of Data Mining 

B. Parameter Measurement  
As for the parameters, the norms in are based on the literature of Handyside [15] and the Triage Screening Scale for Adults from 

Department of Health, Executive Yuan, Taiwan, (2009). The measurement is done by the patients’ complaint, medical history, 

general appearances, vital signs, symptoms and signs, and the results of Physical Assessment. The 6 parameters of Vital Sign are 

all Ratio Scales. Temperature ≧ 410C ≦ 320C belongs to Level 1; temperature between 390C to 400C or 320C to 350C belongs 

to Level 2; temperature＜390C belongs to Level 3; while others belong to Level 4. Systolic pressure＞220mmHg or ≦ 80mmHg 

belongs to Level 1; systolic pressure between 180mmHg to 220mmHg belongs to Level 2. There is no specific definition of 

Triage Level 3 and Level 4 when it comes to the systolic pressure. Since the chief complaint, medical history, general appearance, 

symptoms and signs and the results of physical assessment cannot be quantified; besides, complication usually occurs on patients, 

the Triage Screening Scale for Adults from DOH, Executive Yuan, Taiwan, (2009) is used for assessment in this research. 4 

points are given when the combined complaint is assessed as Level 1 in this scale; 3 points are given to Level 2; 2 points are 

given to Level 3; and 1 point is given to Level 4. If there is no point from the norm in the Triage Screening Scale for Adults, then 

0 point is given. Finally, the combination of complaints is regarded as the Ordinal Scale to conduct assessment. 

C. Data Retrieve and Organization  
108,480 pieces of patient data of the emergency department was retrieved (including 245 pieces of missing data). When 

processing the data, the “Medical Record Number” is the primary key while the “Visit Time” is the secondary key, and the 6 

parameters in “Parameter Measurements” are the basis for screening. After organization, the distribution of patient triage is shown 

as Table I. The number of Triage Level 1 patients accounts for 8.01%; that of Level 2 accounts for 41.30%; that of Level 3 

accounts for 50.16%; that of Level 4 accounts for 0.53% of the total patient numbers. Since the triage results will be influenced by 

triage technology, selection of parameters and data retrieve, to increase the accuracy rate of triage, 2,000 pieces of data are 

divided into training (1,800 pieces) and testing (200 pieces), and 10-fold cross-validation. 

TABLE I 

GENERAL DESCRIPTION OF PATIENT TRIAGE 

 
 

III. RESULTS 

Three methods of data mining (Multi-group Discriminate Analysis, Multinomial Logistic Regression, Back-propagation Neural 

Networks) are actually utilized in the predictive model of triage. Through the empirical research of the three methods, the target 

value (doctor’s diagnosis) and the predictive value (system simulation) can be matched one by one by means of simulation. Not 

only the applicability of data mining to triage but also the performance of the three methods in data mining can be understood this 

way. Detailed information on the three methods of data mining and the ranking on their performance are described as below. 

 

A. Multi-Group Discriminant Analysis (MDA)  
In this research, the operation process of Multi-group Discriminant Analysis is divided into 4 stages: (1) Examination of the 

prominence the hypothesis; (2) Identification of variables that have differentiation; (3) Formation of new variables (indexes); (4) 

Decision of the attribution of new observation point. In principle, just follow the above stages; the multi-group discriminant 

analysis can be done. But the data is divided into training and testing groups in this research, and 10-fold cross-validation is 

adopted, so multi-group discriminant analysis has to be done in the same steps 10 times (the training and testing of the data is 

included each time). The software used for Multi-group Discriminant Analysis is SPSS. 

200 samples in the testing group are regarded 200 new coming patients, and one patient data among the testing group is shown as 

an example below (as in Table II). Table II shows the patient data (standardized) in the testing group, and it was applied into 3 

discrimination functions, and the discriminant scores are give below. 
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X＝Z1＝0.118X1＋0.136X3＋0.022X4－0.095X5＋2.565X6＋0.004＝3.524 Y＝Z2＝0.426X1－0.361X3＋0.587X4－0.710X5＋0.167X6＋0.007＝0.432 

Z＝Z3＝0.378X1＋0.649X3－0.700X4－0.509X5－0.024X6＋ 0.008＝0.504 
Through the calculation of discrimination functions, the parameter of the patient data can be transformed into coordinates in space 

(X, Y, Z) = (3.524, 0.432, 0.504). By calculating the patient coordinates and the Euclidean distance, it is learnt from the research 

that the patient is closer to the core of Triage Level 1 (0.39 < 2.92 < 10.95 < 23.56). Therefore, the patient was predicted as Level 

1 patient, and the result matches the target value. In the same manner, other samples in the testing group show an accuracy rate of 

90.50%. The operation of the Multi-group Discriminant Analysis is complete. To increase the accuracy rate, 9 times of cross 

validation is conducted based on the steps mentioned above. After a 10-fold cross validation, it is confirmed that the 2nd test set 

has better accuracy rate of predication, when the training group has an accuracy rate of 91.30% and the testing group has an 

accuracy rate of 88.50%, and the total accuracy rate is 91.02%. 

B. Multinomial Logistic Regression The operation of Multinomial Logistic Regression is similar to that of Multi-group 

Discrimination Analysis, through the stepwise process; variables with better discrimination capability can be chosen to produce a 

concise, easily-explained Multinomial Logistic Regression with good compatibility. The software for Multinomial Logistic 

Regression in this research is SAS 9.1. After adding variables with explanation capability into Multinomial Logistic Regression 

by Stepwise process, 3 Regression Models are produced (i.e. ln (pYi / 1－pYi) ，i = 1 to 3). For the convenience of follow-up 

observation and categorization, the regression models are named as Y1, Y2, and Y3. 
Y1＝1.005X1＋0.493X2＋1.302X3－1.004X5＋25.234X6（0）＋ 45.451X6（1）＋41.516X6（2）＋2.680X6（3）＋0X6（4）－21.825 (1) 

Y2＝0.807X1＋0.508X2＋0.839X3－0.136X5－13.685X6（0）＋ 24.912X6（1）＋26.900X6（2）＋5.815X6（3）＋0X6（4）－4.846 (2) 

Y3＝0.545X1＋0.076X2＋0.016X3－0.108X5－16.110X6（0）＋ 3.672X6（1）＋20.358X6（2）+6.122X6（3）＋0X6（4）－2.821                (3) 
X1: Systolic Pressure X2: Diastolic Pressure X3: Pulse X5: SaO2  

X6（0）: Combined Complaint ＝ 0  

X6（1）: Combined Complaint ＝ 1  

X6（2）: Combined Complaint ＝ 2  

X6（3）: Combined Complaint ＝ 3  

X6（4）: Combined Complaint ＝ 4 

when Multinomial Logistic Regression forms a regressions model, little transformation is needed to calculate the “odds-on of the 

observation point of each triage level”. The formulas for regression model to transform into odds-on model are showed below: 

(4) 

(5) 

(6) 

(7) 

Through the odds-on categorization, the training group’s accuracy rate of categorization (1,800 samples) can be obtained. After 

organization, 405 Triage Level 1 samples were successfully predicted as Level 1; 389 Triage Level 2 samples were successfully 

predicted as Level 2; 421 Triage Level 3 samples were successfully predicted as Level 3; 431 Triage Level 4 samples were 

successfully predicted as Level 4. 1,646 pieces of data were accurately triaged in total, with an accuracy rate of 91.40% in the 

training group. Like Multi-group Discriminant Analysis, 200 samples in the testing group are regarded 200 new coming patients, 

and one patient data among the testing group is shown as an example in Table II. After imputing the patient data into 4 odds-on 

models, the odds-on of each level obtained is listed as below. 

Odds-on of Triage Level 1: pTriage1＝41% 

Odds-on of Triage Level 2: pTriage2＝35% 

Odds-on of Triage Level 3: pTriage3＝12% 

Odds-on of Triage Level 4: pTriage4＝12% 

It can be learnt that there is higher odds-on to categorize the patient as Triage Level 1（41% > 35% > 12% = 12%）. Therefore, 

the patient is triaged as Triage Level 1, and the result matches the target value. 

Other samples are tested in the same method, and 71% of accuracy rate in the testing group can be obtained. After a 10-fold cross 

validation, it is confirmed that the 3 rd test set has better accuracy rate of predication, when the training group has an accuracy 

rate of 91.50% and the testing group has an accuracy rate of 72%, and the total accuracy rate is 89.55%. 

 

 

TABLE II 

 

PATIENT DATA IN TESTING GROUP 

 

 
C. Back-Propagation Neural Networks  
The basic structure of a Neural Network includes the input layer, the hidden layer and the output layer. Generally, the processing 

unit of the input layer and the output layer depend on the research topic. However, if the number of layers in the hidden layer or if 
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the numbers of the neuron are not properly set, then the network could be over-complex or bad convergence may occur. The 

structure of the Neural Network is shown in Fig. 2. 

 
Fig. 2 Structure of Neural Network 

The number of neurons in the hidden layer has great impact on the network quality. The more number of neurons there is in the 

hidden layer, the slower the convergence is, and this is of little help to reduce the error. Comparatively, if there are too few 

neurons in the hidden layer, the mutual relation between the input and the output cannot be reflected. The number of neurons in 

the hidden layer can be based on that of the input layer and the output layer (4) (Y.-C. Ye) [16]: 

Simple Questions: Number of neurons in the hidden layer = （input neuron number + output neuron number）/ 2 = 5 General Questions: 

Number of neurons in the hidden layer = （input neuron number + output neuron number）= 10 Difficult Questions: Number of neurons in the 

hidden layer = （input neuron number + output neuron number）× 2 = 20 

The triage accuracy rate is not greatly influenced in every training process. Therefore, it is confirmed that in the researches on 

triage, the best neuron number of the hidden layer in the Back-propagation Neural Networks is 14. Secondary, to test the best 

combination of transfer function, 4 numbers of neurons with higher triage accuracy rate (12, 13, 14, 19) in this research are 

retrieved for follow-up analysis. Since the target value of this research is between 0 and 1, it is expected that the output value of 

the network does not go beyond the enumerated domain of ±1, and if Purelin is used in the output layer, the output of the network 

is very possible to go beyond the enumerated domain of ±1. Hence, Tansig and Logsig are used to test the best combination. 

Table III shows the triage accuracy rate of different combinations of transfer function at the neuron number of 12, 13, 14, and 19. 

On the top of the table is the Accuracy Rate of Training Group; in the middle of the tale is the Accuracy Rate of Testing Group; at 

the bottom of the table is the Total Accuracy Rate. It is indicated from the Accuracy Rate of Training Group that the training 

group has the highest accuracy rate (96.00%) when Transfer Function Logsig + Logsig and the neuron number is 19, then is that 

when Transfer Function Tansig + Logsig and the neuron number is 14 and 13, and the accuracy rate of the training group is 

95.61% and 95.44% respectively. 
 

 

 

 

TABLE III 

 

ACCURACY RATE OF NEURONS AND TRANSFER FUNCTION 

 
 

 

 
Although the training group has the highest accuracy rate when transfer function Logsig + Logsig and the neuron number is 19, it 

can be learnt from a closer observation of the testing group performance that over learning seems to occur in this network 

(Accuracy rate of testing group: 81.50%). 
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Meanwhile, the network performance when transfer function Tansig + Logsig and when the neuron number is 14 and 13, the 

triage accuracy rates of the training group and the testing group are pretty good. As a result, the Back-propagation Neural 

Networks has good triage accuracy rate and robustness when the transfer function of the hidden layer is set at Tansig and the 

neuron number is 14, and the transfer function of the output layer is set at Logsig. To increase the accuracy rate of this Back-

propagation Neural Networks, the transfer function of the hidden layer is set as Tansig, the number of neurons is set at 14, and the 

transfer function of the output layer is set as Logsig, and 9 times of cross validation is conducted based on the structure of Neural 

Networks. After a 10-fold cross validation, it is confirmed that the 4th test set has better accuracy rate of predication, when the 

training group has an accuracy rate of 95.56% and the testing group has an accuracy rate of 91.00%, and the total accuracy rate is 

95.10%. 

Histogram is used for the performance appraisal for data mining, and the performance appraisal of training group, testing group 

and the total accuracy rate of Multi-group Discriminant Analysis, Multinomial Logistic Regression, and Back-propagation Neural 

Networks are conducted. The accuracy rate of the training group shows the appropriateness of algorithm to triage screening, and it 

is also the most direct way for assessment. The gap between the accuracy rate of the testing group and that of the training group 

shows the robustness algorithm is to the application of triage screening. The larger the gap is, the lower the robustness is while the 

smaller the gap is, the higher robustness is. The total accuracy rate is used to consider the robustness of the testing group. The 

method to make downward revision of the accuracy rate of the training group is also the main basis for the research to choose the 

algorithm. The Histogram of Data Mining Accuracy Rate is shown as Fig. 3. 

 
Fig. 3 Histogram of Data Mining Accuracy Rate 

 

 

D. The Expert System 

 

The purpose of this research is to increase the triage consistency in Emergency Medicine with the application of data mining 

technology. So far, the triage accuracy rate is indeed successfully increased by utilizing Neural Network Technology. However, it 

is very important to concretely present this theoretical performance and further, let the nursing staff in the front line actually 

experience it. Therefore, it is aimed to develop the rule of the information flow and decision control in the Expert System by 

using IDEF0（Integrated Computer-aided Manufacturing, ICAM Definition）, and it is hoped that through the process of IDEF0 

and the Syntax Definition between output, input, limitation and resources, the User Interface of the Expert System can be clearly 

depicted. Fig. 4 shows the Inquiry Screen of the Interface of the Patient’s Basic Information in the Expert System. When the 

patient is sent to the Emergency Room, they will be sent to the Screening station for Triage Screening. Nursing staff can inquire 

patients’ basic information by inputting the patients’ names or ID numbers. When the Patient’s Name or the ID Number is input, 

the Patient’s Basic Information can be sent to all the interfaces of the Expert System through the Patients Visit Database, 

including the Gender, Weight, Medical Record, Transfusion Reaction and so on. Wrong information or date can also be deleted, 

saved, or exited in this interface. 

 
Fig. 4 Interface of the Expert System (Patient’s Basic Information) 
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Fig. 5 Interface of the Expert System (Triage Screening Information) 

Fig. 5 shows the Prediction Screen of the Triage Screening Information of this Expert System. When the nursing staff input the 

Patient’s Name or ID Number in the Inquiry Screen, information about the patient’s the Medical Record, Allergy to Drugs and 

Transfusion Reaction can be shown on the Prediction Screen through the Patients Visit Database. The interface needed to be input 

on the Triage Screening Information includes the Triage Level decided by the nursing staff, Department for Emergency Visit and 

Department for Consultation, and the Vital Signs and Combined Chief Complaint for the prediction. Norms defined in the Triage 

Screening Scale for Adults are listed in the Dropdown Menu for the input of Combined Chief Complaint; undefined ones are 

described with words. After inputting all the information, the nursing staff can click the Prediction button to start the function of 

triage prediction. 

Because this triage expert system is developed from the data mining technology, this simulated triage expert system can use the 

nursing staff’s decision making experiences and formed artificial intelligence in the Back-propagation Neural Networks so that 

the expert system can act like a senior nursing staff and make predictions based on the past experiences of decision making, and 

the system can assist the nursing staff in executing triage screening. Besides, since the operation of the expert system is done 

through computer programs, the decision making will not be influenced by the complexity of work, conflicts of work, nursing 

experiences, education and professional knowledge. Therefore, when the nursing staff’s triage is different from that predicted by 

the system, the nursing staff can reassess the patient’s triage level carefully. 

In addition, as far as the operation of the expert system is concerned, the triage screening screen is referred to when programming, 

so the expert system interface is very much similar to the current operation screen, and the nursing staff should be used to the 

operation very soon. On the other hand, the method for information input is also similar to that used currently, but it used to be 

needed to key in the patient’s chief complaint, but now input can be done by clicking, and the operation time can be shortened. 

The only difference is that one Prediction Button is added on the “Prediction Screen” in the expert system, and it takes less than 

one second to predict after inputting the patient’s information, and result of the suggested triage level can be obtained. 

 

IV. CONCLUSION 

Three methods of data mining (Multi-group Discriminant Analysis, Multinomial Logistic Regression, Back-propagation Neural 

Networks) are actually utilized to increase the consistency of emergency triage screening. Because Back-propagation Neural 

Networks can solve the problem of the non-linear triage, it can have better performance in triage prediction (95.10%), then is the 

Multi-group Discriminant (91.02%), and lastly, the Multinomial Logistic Regression (89.55%). Although the Back-propagation 

Neural Networks has better triage effect, the nursing staff cannot be told the performance of each parameter (explanation 

capability). Concerning this, the answers can be obtained from the Discriminant Function of the Multi-group Discriminant 

Analysis and the Stepwise process of the Multinomial Logistic Regression. As far as the Multi-group Discriminant Analysis is 

concerned, the parameters are listed from the one with the best performance to the least: Combined Chief Complaint, SaO2, 

Pulse, Systolic Pressure, Temperature, and Diastolic Pressure.  

For Multinomial Logistic Regression, the order of the parameter performance goes: Combined Chief Complaint, Pulse, SaO2, 

Diastolic Pressure, Systolic Pressure, and Temperature. The Combined Chief Complaint has better performance in the Multi-

group Discriminant Analysis and in the Multinomial Logistic Regression, which conforms to the nursing staff’s implementation 

of triage screening. Compared with the triage consistence implemented by the nursing staff, the accuracy rate of triage screening 

is usually increased by improving triage system of by implementing educational system when the nursing staff implements the 

triage task.  

The Triage Screen System has been practiced for years; besides, the Triage System in Taiwan is governed by DOH. So there is 

little room but more difficulties to improve the system (Triage Accuracy Rate: 87.60%). For educational training, currently, the 

most effective way for improvement is to lower the gap between the nursing staff’s triage decisions by implementing educational 

trainings. However, the nursing staff is more or less influenced by subjective factors (the complexity of work, conflicts, nursing 

experiences, education and professional knowledge), so there are so many uncertainty in the triage decision making process 

(Triage Accuracy Rate:89.6%).  

The Triage Expert System simulated the triage screening through the Back-propagation Neural Networks Technology in data 

mining. To make it easier for system analysts to program the triage expert system so that the developed system can meet practical 

needs more. The system analysts can clearly understand the language definitions of input, output, resources, limitation in the 

triage expert system, and this can make it easier for the nursing staff to use the system. Data mining technology is applied to the 

simulation of triage expert system, and useful information and rules are extracted from the nursing staff’s past decision making 

experiences through the scientific method of data mining. The Triage Expert System developed in this research is just like a 

senior triage nursing staff. What’s different from real nursing staff is that the Expert System can give consideration to the system 

improvement and educational training through regular update, and is not influenced by emotions. 
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