Modified ACO model for Regression Testing Using Automated slicing

1Riza Dhiman, 2Dr Vinay Chopra
1Mtech (CSE), 2 Assistant Professor(CSE)
DAV Institute of Engg. And Technology
Jalandhar, India

Abstract: The Regression testing is the testing which is applied to test the software when some changes are done in the already developed project. The test case prioritization is the technique of regression testing which prioritizes the test cases according to the changes which are done in the developed project. This work is based on automated and manual test case prioritization techniques. In the existing technique the manual test case prioritization is been implemented to detect faults from the project. In the manual test case prioritization two parameters are considered which are, number of times function encountered and number of functions associated with the particular function. On the basis of these two parameters the importance of each function is calculated which are prioritized by calculating FTV value. The FTV value is calculated according to the changes which are defined in the developed project. To increase the fault detection rate of the test case prioritization, automated test case prioritization is being implemented in this work. In the first step of the algorithm, the population values are taken as input which is the number of times function encountered and number of functions associated with a particular function. In the second step, the algorithm will start traversing the population values and error is calculated after every iteration. The iteration at which the error is maximum at that point the mutation value is calculated as the best mutation value of the function. The function mutation value will be the function importance from where the test cases are prioritized according to the defined changes. In the last step of the algorithm the function importance values are accessed according to the defined changes and best fitness value is calculated which will be the final percentage of faults detected from the project after the particular change.

IndexTerms - Regression Testing, ACO, Test case prioritization, Automated slicing, FTV(function traversal value).
1.3 Regression testing
It is a testing that refers to that section of the test cycle in which programs are tested to make sure that changes do not affect features that are not believed to be affected. The process of verifying the customized software in the maintenance phase is known as Regression testing. Time and budget constraints are its major disadvantage due to complex process. Regression testing is the re-execution of a number of subset of test that has previously been conducted. In regression testing as integration testing takings, number of regression tests increases and it is not practical and ineffective to re-execute every test for each program function if once change occurs. It is an expensive testing process used to detect regression faults. Research has shown that at least 50% of the total software cost is comprised of testing activities [1].

Techniques of Regression Testing
- **Retest All**
  This is one of the methods for regression testing in which all the tests in the existing test bucket or suite should be re-executed. This is very expensive as it requires huge time and resources.

- **Regression Test Selection (RTS)**
  Due to expensive nature of “retest all” technique, Regression Test Selection is performed. In this technique instead of rerunning the whole test suite we select a part of test suite to rerun if the cost of selecting a part of test suite is less than the cost of running the tests that RTS allows us to omit.

- **Test case prioritization**
  A mechanism is needed for arranging a test case in appropriate order to increase their effectiveness at meeting some performance goal and rate of fault detection such mechanism is known as test case prioritization. Test case prioritization is a method to prioritize and schedule test cases in appropriate order. To run test cases of higher priority before than the lower priority test case in order to minimize time, cost and effort during software testing phase. Various performance goals are like rate of fault detection which is a measure of how quickly the fault is detected so that during testing faster feedback can provide about system under testing and allow the software tester to correct the software at earlier phase as possible [7].

1.4 Test Case
A test case is set of procedure use to test the software. Test case is a set of condition under which under which a software tester determine whether the application or software system is working correctly or not. To design a test case for particular software the designer must
design positive or negative test case for the software. Positive test cases are design to check software under normal condition and negative test case are design to check software at extreme condition. The order of test case execution affects the time at which goal of testing are fulfill. If the goal is fault detection then a improper execution order might reveal most of fault late which leads to delay in bug fixing activity and the delivery of software.

Fig 3 Testing Process [10].

Techniques of Test Case Prioritization
- **Customer-requirement based technique**
  In this technique Customer requirement factors are taken into account and provided some weights and based of these values test case weight for requirement is evaluated. Test cases with high weights value are executed first following the ones with lower value. Customers requirement factors are Customer assigned priority on requirement, Requirement complexity and Requirement volatility.

- **Coverage-based technique**
  It is based on code coverage analysis and the measurement of code covered by a test case. Various coverage criterions are considered and the amount of coverage is evaluated and used to prioritize the test cases. Coverage-based technique is a white-box testing technique i.e a method that tests internal structures of a software.

- **Cost effective based technique**
  This technique prioritizes the test cases which are based upon costs factors like cost of operation of test cases, cost of analysis, cost of prioritization, cost of execution, validating test cases. Cost is of two types i.e Direct cost include test selection, test execution, result analysis and Indirect cost include overhead cost and tool development cost.

- **Chronographic history-based techniques**
  This technique prioritizes the test cases based on test case’s earlier executions in order to enlarge or reduce the probability that it will be considered into account in current test execution [5].

Fig 4 Techniques of Test Case Prioritization [5].

1.6 Need of Regression Testing
- Change in requirements and code is modified according to the requirement.
- New feature is added to the software.
- Defect fixing.
- Performance issues fix.

1.7 ALGORITHMS FOR TEST CASE PRIORITIZATION
- **Greedy Algorithm**
  It is based upon the principle that the element with the highest weight is taken into account first, followed by the element with second-highest weight and this process continues until a complete solution has been obtained. It is quite a simple algorithm but in some situations where the results are of high quality it is also prove to be attractive one because it is quite inexpensive both in terms of implementation and execution time.
Additional Greedy Algorithm
The Additional Greedy Algorithm is one of the type of Greedy Algorithm, but it follows quite different process. It combines feedback from previous selection and randomly selects the maximum weighted element of the problem from that part that is not being already consumed by the previously selected elements.

Genetic Algorithm
The population is a set of random individuals. In which each individual is represented by the sequence of genes commonly known as the chromosome. In this selection procedure depends upon the fitness value which decides that which individuals are to be selected as the “parents” for producing the next generation. Crossover is a genetic operator which combines two individuals in order to produce a new individual known as offspring. The mutation operator will alter one or more gene values in the individual depending on the probability of mutation.

1.8 Ant colony Optimization Algorithm
Ant colony Optimization algorithm is a mathematical optimization Approach which belongs to the family of local search. Therefore because of this reason it is also known as local search approach. It is an iterative algorithm that starts its search from an arbitrary solution of the problem and then it will find a better solution by simply changing a single element of the solution.

The Ant colony Optimization algorithm for test case prioritization is composed of the following steps:

1. Pick a random solution state and make this the current (i.e. initial) state.
2. Evaluate all the neighbors of the current state.
3. Move to the state with the largest increase in fitness from the current state. If no neighbor has a larger fitness than the current state, then no move is made.
4. Repeat the previous two steps until there is no change in the current state.
5. Return the current state as the solution state [3].

Applications of Ant colony Optimization Approach
- Ant colony Optimization can be applied to any problem where the current state allows for an accurate evaluation function. For example, the travelling salesman problem, the eight-queens problem, circuit design and a variety of other real-world problems.
- Ant colony Optimization has been used in inductive learning models
- Ant colony Optimization has also been used in robotics to manage multiple-robot teams which allows scalable and efficient coordination in multi-robot systems.
- Ant colony Optimization allows robots to choose whether to work alone or in team.

II. Research Methodology

The Regression testing is the testing which is applied to test the software when some changes are done in the already developed project. The test case prioritization is the technique of regression testing which prioritizes the test cases according to the changes which are done in the developed project. This work is based on automated and manual test case prioritization techniques. In the existing technique the manual test case prioritization is been implemented to detect faults from the project. In the manual test case prioritization two parameters are considered which are, number of times function encountered and number of functions associated with the particular function. On the basis of these two parameters the importance of each function is calculated which are prioritized by calculating FTV value. The FTV value is calculated according to the changes which are defined in the developed project. To increase the fault detection rate of the test case prioritization, automated test case prioritization is being implemented in this work. In the first step of the algorithm, the population values are taken as input which is the number of times function encountered and number of functions associated with a particular function. In the second step, the algorithm will start traversing the population values and error is calculated after every iteration. The iteration at which the error is maximum at that point the mutation value is calculated as the best mutation value of the function. The function mutation value will be the function importance from where the test cases are prioritized according to the defined changes. In the last step of the algorithm the function importance values are accessed according to the defined changes and best fitness value is calculated which will be the final percentage of faults detected from the project after the particular change.

2.1 Working of existing ACO algorithm
Following are the various steps of the existing ACO algorithm
1. In the existing ACO algorithm, the function importance is calculated on the basis of number of times the function encounter and number of functions associated with the particular function
2. The algorithm takes the input function importance and function which is maximum importance is considered as the best value.
3. The best value is taken into account for the test case prioritization. The function which has maximum importance, test cases of that functions are executed first and so on in the decreasing order

2.2 Steps of the proposed ACO algorithm
Following are the various steps of proposed ACO algorithm
1. In the improved multi-objective algorithm, the function importance is also calculated on the basis of number of functions associated. The function which has maximum association is considered as the most important function
2. To calculate the number of functions associated, the technique of automated slicing is been applied which traverse the DFD and generate final result.
3. The automated slicing will work in the iterative manner and search the best value of the test case as which maximum number of errors get detected from the project
### 2.3 Proposed Algorithm

**Input:**
- Test cases = P(i)
- Number clicks on each function = F(i)

**Output:** prioritized testcases

I<-
Consider value of F(i) for each test case
Test case F(i) value <- i

while (fault value of each test case is calculated)
  a=F(i)
  calculate number of links L(i)=F(i)/F(i)
  if(L(i)>L(i+1))
    b=L(i)
  else
    b=L(i)
  end

Calculate fault value Fault (i+1)=fault(i)/L(i)
if Fault(i) > Fault(i+1)
  best_so_far <- Fault(i)
  i <- generate an individual randomly
end

---

**Flowchart of Existing Algorithm**

1. **START**
2. Input the project in which test case prioritization need to be done
3. Input the number of times function encounter and number of functions associated
4. Calculate the function importance on the basis of two input parameters
5. Search best result
6. Traverse importance of each function and arrange each function in the increasing order
   - The function with maximum importance executed first and so on
7. Generate the final result in term of number of faults detected from project
8. **STOP**
III. Implementation

3.1 Tool Description

The toolbox is a tool which is used to perform mathematical complex computations. In this MATLAB simplified C is used as a programming language. The MATLAB has various inbuilt toolboxes and these toolboxes are mathematical toolbox, drag and drop based GUI, Image processing, Neural networks etc. The MATLAB is generally used to implement algorithms, plotting graphs and design user interfaces. The MATLAB has high graphics due to which it is used to simulate networks. The MATLAB has various versions by current MATLAB version is 2015. The MATLAB process elements in the form of MATRIXs and various other languages like JAVA, PYTHON and FORTAN are used in MATLAB. The MATLAB default interface has following parts:

1. **Command Window**: The Command Window is the first importance part of MATLAB which is used to show output of already saved code and to execute MATLAB codes temporarily.
2. **Workspace**: The workspace is the second part of MATLAB which is used to show allocation and deallocation of MATLAB variables. The workspace is divided into three parts. The first part is MATLAB variable, variable type and third part is variable value.
3. **Command History**: The command history is the third part of MATLAB in which MATLAB commands are shown which are executed previously.
4. **Current Folder Path**: The current Folder path shows that path of the folder in which MATLAB codes are saved.
5. **Current Folder Data**: The Current Folder Data shows that data which is in the folders whose path is given in Current Folder Path.

**Flowchart of proposed work**

START

Input the project in which test case prioritization need to be done

Traverse the number of functions which are in the project to find function importance

Traversed completed

The functions which has maximum association has maximum importance

Search best

The function is linked in which has maximum value is executed first and other in the second

The test cases are executed first which has first value and other are second

Display the result in terms of fault detection

STOP
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