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ABSTRACT: Document clustering (or) text clusters in the application of cluster analysis to textual documents. It has application 

in automatic document organization fast information and retrieval or filtering. One of the most commonly used variants. It defines 

as the average dissimilarity between dissimilarity clusters (its name). The WPGMA produces in a simple averaging weighted 

result and proportional averaging document clustering produces un-weighted result. Numerical tests data are used carried out on 

synthetic for comparing different new algorithm generated approximation the certain approximations obtained by classical 

method. In this paper we proposed method called concept factorization adaptive neighbors, (concept factorization with adaptive 

neighbors). The idea of concept factorization with adaptive neighbors I to integrate an adaptive neighbors regularization 

constraint into the concept factorization decomposition. The goal of concept factorization adaptive neighbors is to extract the 

representation space that maintains geometrical neighborhood structure of the data. It is similar to the existing graph-regularized 

concept factorization, concept factorization with adaptive neighbors builds a neighbors graph weights matrix. The key difference 

is that the concept factorization adaptive neighbors performs dimensionality reduction and finds the neighbor graph weights 

matrix simultaneously. An efficient algorithm derived to solve the proposed problem. We apply the proposed method to solve the 

problem of document clustering on the 20 newsgroups, reuters-21578, and TDT2 document data sets. Our experiments 

demonstrate the effectiveness of the method. 

 

Index Terms- Document Clustering, Weighted Matrix, Concept Factorization, WPGMA 

 

I.INTRODUCATION 

            Concept factorization and non negative matrix factorization more important methods of dimensionality reduction. The 

data representation with clustering and classification. The two non negative matrix U and H the non negative matrix factorization 

decomposes a data matrix X, that X~~UHT over the past decade. Non negative matrix factorization many algorithms extended 

have been presented. The three-factor of non negative matrix factorization model was presented by ding et al. the non negative 

matrix factorization is equivalent to spectral clustering. The encode geometrical information the graph regularized, non negative 

matrix factorization (GNMF) approach was proposed. The proposed a low-rank matrix factorization on integrating regularization 

in to the matrix factorization non negative local coordinates factorization with proposed by chan for feature extraction. Non 

negative matrix factorization with presented on zniet al Graph-preserving sparse with facial expression recognition 

1.1 SCOPE 

The major advantage of performed on concept factorization over non negative factorization is the concept factorization 

with on either the original feature space or the reproducing kernel Hilbert space. The application of concept factorization has been 

drawn in data clustering. To determine the number of clusters is a problem in clustering algorithms the number of methods have 

been proposed in determining to number of clusters. Many methods of popular in clusters such as the k-means algorithm require 

on the number of cluster in exact preassignment  the method chosen in the concept factorization and non negative 

clustering methods in number of cluster to pressing for presented was concept factorization in document clustering. 

The proposed a local coordinate concept factorization by incorporating into constraint the 

traditional concepts to be as close the original samples as possible. The most GNMF or concept factorization algorithms consist of 

two steps: graph weights matrix from the constructs a neighborhood to original data sample, second step: the factorization a data 

matrix into two or three non negative matrices. The basic methods for non negative matrix factorization and concept factorization: 

            Let X =[X1, X2…………, X n] € R m ×n be a given nonnegative data matrix, where n is the total number of samples, m is 

the feature dimension. The goal of NMF is to decompose data matrix X into two nonnegative matrices, the encoding matrix H and 

the basis matrix U, X~~ UH t the NMF. 

http://www.jetir.org/


© 2019 JETIR  January 2019, Volume 6, Issue 1                                    www.jetir.org  (ISSN-2349-5162) 

 

JETIR1901806 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 45 

 

1.2 The Java Programming Language 

 The Java programming language is a high-level language that can be characterized by all of the following buzzwords:  

 Simple 

 Architecture neutral 

 Object oriented 

 Portable 

 Distributed  

 High performance 

 Interpreted  

 Multithreaded 

 Robust 

 Dynamic 

 Secure  

With most programming languages, you either compile or interpret a program so that you can run it on your computer. 

The Java programming language is unusual in that a program is both compiled and interpreted. With the compiler, first you 

translate a program into an intermediate language called Java byte codes —the platform-independent codes interpreted by the 

interpreter on the Java platform. The interpreter parses and runs each Java byte code instruction on the computer. Compilation 

happens just once; interpretation occurs each time the program is executed. The following figure illustrates how this works.  

 

 

Figure 1: Java virtual machine 

You can think of Java byte codes as the machine code instructions for the Java Virtual Machine (Java VM). Every Java 

interpreter, whether it’s a development tool or a Web browser that can run applets, is an implementation of the Java VM. Java 

byte codes help make “write once, run anywhere” possible. You can compile your program into byte codes on any platform that 

has a Java compiler. The byte codes can then be run on any implementation of the Java VM. That means that as long as a 

computer has a Java VM, the same program written in the Java programming language can run on Windows 2000, a Solaris 

workstation, or on an iMac.  

 

Figure 2: Solaris Workstation 

II. LITERATURE SURVEY 

Co-clustering different data has attracted with extensive attention recently due to its high impact on various important 

applications used to text mining, image retrieval, and bioinformatics. The data co-clustering is background information any prior 

knowledge of still a challenging problem. The propose in a Semi supervised non-negative matrix factorization framework for the 

data co-clustering.  the  computes our method a new relational matrices by incorporating client provided constraints through 

simultaneous distance metric algorithm, then perform trifactorizations of the new matrices into infer the clusters of different data 

types and  their correspondence. We prove the convergence and correctness of semi supervised non -negative  matrix factorization 

co-clustering the relationship between semi supervised non- negative matrix factorization with other well-know co-clustering 

models. Our extensive experiments on publicly available text, gene expression, and image data sets, the different data co-

clustering we demonstrate the superior performance of semi supervised non negative matrix factorization. 
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The non negative matrix factorization has been successfully applied in to document clustering, image representation, or 

other domains, non negative matrix factorization have received considerable into interest from the data information retrieval 

fields.  This proposes an online non- negative matrix factorization algorithm for efficiently handle very large-scale and/or 

streaming data sets. Non negative matrix factorization solutions with require the entire data matrix to reside in the memory, online 

non negative matrix factorization with algorithm proceeds in one data into or one chunk of the data points at a time. Our 

experiments with other one pass and multi pass online non negative matrix factorization on real datasets in presented.  

The classification methods which employ non negative matrix factorization employ of two consecutive independent 

steps for the first one performs data transformation (dimensionality reduction) and second one classifies the transformed data 

using for classification methods, and nearest neighbor/centroid or support vector machines. The focus of using non negative 

matrix factorization followed by support vector machines classification. The parameters of two steps, e.g., non negative matrix 

factorization base coefficients and the support vectors, in optimized independently. The leading too suboptimal classification 

performance. We merge two steps into one by incorporating maximum margin  classification of standard into constraints non 

negative matrix factorization optimization the support vector optimization and non negative matrix factorization are performed a 

set of multiplicative update rules.  

The maximum margin and same context, classification constraints are imposed on the non negative matrix factorization 

problem with additional of discriminate and respective multiplicative update rules are extracted. Experimental results in several 

databases indicate the incorporation of the maximum margin classification into the constraints of non negative matrix 

factorization and discriminate of non negative matrix factorization objective functions improves the accuracy of the classification. 

This paper proposes a new model in low-rank matrix that incorporates manifold regularization of matrix factorization. The new 

regularization model has globally optimal and closed form solutions. Superior to the graph-regularized non negative matrix 

factorization, the direct algorithm (data with small number of points) and alternate iterative algorithm with inexact inner iteration 

for large scale data in proposed to solve the new model. A establishes of convergence analysis the global convergence in the 

iterative algorithm. The efficiency and precision of the algorithm are demonstrated numerically through applications of six-real-

world datasets on clustering and classification. Comparison with existing of algorithms shows the effectiveness of the proposed 

method for low-rank factorization in general. 

III. PROPOSED SYSTEM 

A new algorithm is proposed for generating in given similarity matrix for min-transitive approximations (symmetric 

matrix with elements in the unit interval and diagonal elements equal to one) an aggregation operator in plays a central role in the 

algorithm for different approximations are generated depending on the choice. The maximum operator is chosen, for the 

approximation coincides another for the min-transitive closer of the given similarity matrix. The arithmetic mean, a transitive 

approximation is generated by, on the average, as close to the given similarity matrix as the approximation generated by the 

concept factorization hierarchical clustering algorithm. The new algorithm for allows in generated approximations in a purely 

ordinal setting. A new approach is weight-driven, min-transitive for partition free associated of corresponding approximation can 

be built layer by layer. 

We proposed scheme can be support to complicated logic search the mixed “AND”,”OR”,”NOT” operations of 

keywords. The develop a practical and very efficient multi-keyword search scheme. To matching search scheme coordinate 

(MRSE) which can be regarded to a searchable encryption scheme with “OR” operation. The returned documents matching all 

keywords “AND” operation which can be regarded as a searchable encryption scheme. The data access by multi users we are 

going to make at same time. We are using algorithm for producing key and encryption and decryption called identity based 

algorithm. 

We introduce the relevance scores and preference factors of keywords for searchable encryption. The relevance scores of 

keywords an enable more precise returned result, and preference factors of keywords to represent the importance of keywords in 

the search keyword set by specified search users and enables to correspondingly personalized search to cater to specific users 

preferences. The operations of “AND,”OR”,”NOT” in the multi-keyword search for searchable encryption. The proposed scheme 

to more achieve in comprehensive functionality and lower query complexity. The classified sub-dictionaries technique to enhance 

the efficiency of the above two schemes. That the enhanced schemes can achieve better efficiency in extensive experiments 

demonstrate in terms of index building, trapdoor generating and query in the comparison with schemes. 

IV. IMPLEMENTATION 

Implementation is the most crucial stage in successful achieving a system and giving the users confidence that the new 

system in workable and effective, this type in conversation easy to handle to relatively, no major changes in the system. The 

modified application  of implementation to replace an existing one .Each program is tested individually at the time of 

development the data has verified this program in the way specified linked together in the program specification, user satisfaction 

of tested to environment of computer system. The system is going to be implanted very soon. A simple operating procedure is 

include to user can understand the different functions clearly and quickly. 
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Implementation is the stage of the project when the theoretical design to turned out into a working system. The most 

critical stage in achieving to considered to a successful new system and it’s giving the user, confidence that the new system will 

be work and be effective. The implementation stage involves careful planning, investigation of the existing system and constraints 

on implementation, designing of method to achieve changeover methods. 

4.1 Software Risk Planning 

1. Defining preventive measure that would lower down the likelihood or probability of various risks. 

2. Define measures that would reduce the impact in case a risk happens. 

3. Constant monitoring of processes to identify risks as early as possible. 

 

Figure3: Software Risk planning 

 

V. Result 

 

Figure 4: Security key generate 
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Figure 5: Database collection 

 

VI. CONCLUSION 

This paper focuses on the method for concept factorization with document clustering. We present a novel regularized 

method of concept factorization by incorporating an adaptive neighbors regularization constraint into the concept factorization 

model. The advantage of approach is that the concept factorization adaptive neighbors dimensionality reduction and finds to 

neighbors graph weights matrix simultaneously. To solve the proposed problem is efficient algorithm for presented. The proposed 

method applied to document clustering on document data sets routers-21578, 20 newsgroups, and TDT2. The developed 

technique some important issues need further investigation.  For example, the proposed method the number of cluster to 

determining should be investigated. In this paper, for the proposed method cannot determine the number of cluster automatically. 

How to determine the number of cluster automatically in our future work. The parameters are chosen based on the results of 

experiments. It remains unclear how to select the parameters efficiently and theoretically. 
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