WEB BASED SYSTEM FOR DENGUE EPIDEMICS PREDICTION BASED ON METEOROLOGICAL AND SURVEILLANCE DATA

Abstract: Dengue is one of the major public health problems in India. Early prediction of a Dengue outbreak is the key for control of dengue morbidity, mortality as well as reducing the risk of transmission of dengue in the community and can help policymakers, health providers, medical officers, ministry of health and other health organizations to better target medical resources to areas of greatest need. Here developed model “Web Based System for Dengue Epidemics Prediction Based on Meteorological and Surveillance Data” can help as an early warning tool to identify potential outbreaks of dengue. In this study two popular data mining classification algorithms Random Forest (RF) and K-Nearest Neighbors (KNN) are used for Dengue prediction using a large dataset of Pune city. Data of all 16 wards of Pune city, from 2017 to 2019 has been considered. Parameters used are Average monthly rainfall, Temperature, Humidity. Total number of positive cases and outbreak occurs in binary values (Yes/No). Data samples were collected from Pune Municipal Corporation and India Meteorological Department. Root Mean Square Error (RMSE) and Receiver Operating Characteristic (ROC) are used to measure the performance of the models. It is observed that performance of the model developed using Random Forest is more accurate than KNN. The Random Forest model can predict the outbreak 30-40 days in advance. However accuracy of prediction can be increased using more training data. This model can be scaled-up at country level.
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Introduction:
Dengue fever is a mosquito-borne tropical disease caused by the dengue virus. Dengue is spread by several species of female mosquitoes of the Aedes type, principally A. aegypti. The virus has five types; infection with one type usually gives lifelong immunity to that type, but only short-term immunity to the others. Subsequent infection with a different type increases the risk of severe complications. A number of tests are available to confirm the diagnosis including detecting antibodies to the virus.

Aedes is a genus of mosquitoes originally found in tropical and subtropical zones but now found on all continents except Antarctica. Some species have been spread by human activity others Aedesalbopictus, a most invasive species, was recently spread to the New World, including the United States, by the used-tire trade. According to the planet Health Organization, dengue contagion has enlarged 30-crinkle worldwide concluded the previous five eras. Around 50100 gazillion innovative contagions happen every year in additional than 80 nations. Antiviral drugs and vaccines have yet to reach the market and initial results from trials have been discouraging. In the absence of an effective vaccine against dengue, suppressing the dengue cases population remains the key thrust of dengue-control program [1].

Although dengue is a notifiable disease in India, studies and modeling estimates suggest that the disease is grossly under-reported. Another study reported that the actual number of cases in the country were 282 times the number reported by the national vector-borne disease control program [2].

Related work:
An important research objective is to develop models that enable, or enhance, forecasting of outbreaks of dengue, giving medical professionals the opportunity to develop plans for handling the outbreak, well in advance [3]. Due to the exponential growth of available data for dengue forecasting systems, and data storage become important issues as they require potentially hugely greater computational power to handle the greater volume of data, and more complex models.


The SVR model had the consistently smallest prediction error rates for tracking the dynamics of dengue and forecasting the outbreaks in other areas in China [5]. Though the SVM classification approach is applied for the prediction analysis. The SVM classifier has less accuracy, as it is not able to drive relationship between the attributes and target set. To increase accuracy of dengue prediction the technique of SVM can be replaced with the voting based classifier [6].
Shakil, K. A., Anis, S. and Alam, M. has done prediction that Naïve Bayes is the best performance algorithm for classified accuracy because they achieved maximum accuracy= 100% with 99 correctly classified instances, maximum ROC = 1, had least mean absolute error and it took minimum time for building this model through Explorer and Knowledge flow results [7].

Siriyasatien, P., Phumee, A., Ongruk, P., Jampachaisri, K. and Kesorn, K. [8] paper has been focused four stages namely pre-processing, attribute selection, clustering and predicting the dengue fever. R 3.3.2 Tool is used for pre-processing the household of dengue dataset. The main goal of research work is to predict the people who are affected by dengue depending upon categorization of age group using K-means clustering algorithm [9] [10].

Jain, R., Sontisirikit, S., Iamsirithaworn, S. and Prendinger, H. [11] this study allows for combining different predictors to make forecasts with a lead time of one month and also describe the statistical significance of the variables used to characterize the forecast. This paper focuses more on the socio-economic parameters and how it affects the rate of dengue and it also informs how one should protect themselves from these socio-economic causes of dengue [11].

Motivation:

Dengue is a perilous disease that kills 218 people on average in India throughout a year. Early detection of disease progression associated with severe dengue, and access to proper medical care lowers fatality rates of severe dengue to below 1%. The predictive models are very reliable. Such research into integrating knowledge with Machine Learning is of great interest to many epidemiological and computer scientists and future work should develop models for more accurate predictions.

Theoretical Framework:

DATA SOURCES FOR DENGUE FORECASTING MODELS

In the creation of forecasting models, the dataset is an important element to ensure relevant and usable outcomes. The process of forecasting will necessarily use historical information, and requires a large amount of data, sufficient to support learning to inform the forecasting models. In addition, there must be enough data to allow valid testing of predictions against observed historical events. So, the volume and variety of data is important as is the correctness of the data from reliable sources. Dengue is the most important arboviral disease globally, and the transmission of dengue is closely linked to climate [12].

Typically, and traditionally, data comes from government institutions, such as the Ministry of Public Health, Meteorological Department, Ministries of Agriculture or Lands Administration, and other formal institutions such as hospitals. However, there is no single source that can provide data covering all aspects of forecasting model construction. Now, in the information age, enormous volumes of data are available from new data sources on the Internet, and social. Here, we refer to data sources as being conventional data sources, or modern data sources [13]. For this model, meteorological parameters are considered from India Meteorological Department and the local dengue cases are considered from Pune Municipal Corporation.

DATA CLEANSING

Data mining is defined as the process in which useful information is extracted from the raw data. In order to acquire essential knowledge it is essential to extract large amount of data. This process of extraction is also known as misnomer [6]. In the case of data integration from multiple sources, data is often redundant with different formats, making it necessary to do data consolidation or integration of the data from the various sources by eliminating the redundant and unused data. Data Cleaning/Cleansing or Data Scrubbing is a very important process in predictive modeling. If the analysis of the relationship of variables is done on poor quality data, models derived from the analysis are not reliable. A researcher should identify the data cleaning process used in medical information, including the type and error rate of the data, so that they are fully aware of the implications of the data. The majority of data errors are caused by aggregation of data from multiple sources and integration of this information has several problems, which directly affect the predictive power of the model.

DENGUE FACTORS

Researchers around the world have conducted research on dengue prediction in many countries and various factors have been used to study the correlation between those factors and the number of cases, the factors mostly used are mean temperature, relative humidity and rainfall [5][14]. The objective of their studies is to find the factors that are significantly correlated to the number of cases and deploy those factors in the forecasting model. As a result, the forecasting model can effectively work on predicting the severity of outbreaks in the future.

Therefore, policy makers or responsible staff can be warned in advance and can prepare protocols and all relevant resources for the coming epidemic. Meteorological parameters like, average rainfall, min/max humidity and min/max temperature were collected from the year 2017 to 2019 on a monthly basis from India Meteorological Department and local dengue cases were collected from 16 wards across Pune city with the help of Pune Municipal Corporation.
MACHINE LEARNING TECHNIQUES FOR FORECASTING MODEL CONSTRUCTIONS

The relationship between dengue cases and meteorological features is highly complex and cannot be easily fitted by the classical time series model [15]. Our entire methodology is divided into three approaches: Naïve Bayes approach, random forest and spherical k-nearest neighbors. As the dataset consists of numerical values, the random forest gives the number of cases that can occur given the weather conditions. Based on historical data, the data is discretized into outbreak and non-outbreak using k-nearest neighbors method.

The Naïve Bayes technique is a data mining technique which belongs to the probabilistic classifier. Naïve Bayes is widely used in text classification tasks and it assumes that the attributes are distributed independently. It is based on Bayes’ theorem which is

\[
p(C_k | x) = \frac{[p(c_k)p(x|c_k)]}{[p(x)]}
\]

Figure 1: Naive Bayes Theorem

where \( x = (x_1, \ldots, x_n) \), \( C = k \) possible classes, \( p(x) = \) probability of \( x \), \( p(C_k) = \) probability of class \( k \), \( p(C_k|x) = \) conditional probability of class \( k \) for given \( x \), and \( p(x|C_k) = \) conditional probability of \( x \) for given class \( k \). The dataset is divided into training and test datasets to detect outbreak. Maximum temperature, rainfall, relative humidity and population density are used as attributes. The Bayes technique is chosen due to its efficiency of parameter estimation from small datasets [4].

Random Forest algorithm are an ensemble supervised learning method which is used as predictor of data for classification and regression. In the classification process algorithm build a number of decision trees at training time and construct the class that is the mode of the classes output by using each single tree. Random Forest algorithm is a grouping of tree predictors where each tree based on the values of a random vector experimented independently with the equal distribution for all trees in the forest. Presenting the accurate kind of randomness makes them accurate classifiers and regression. Single decision trees often have high variance or high bias. Random Forests tries to moderate the high variance problems and high bias by averaging to find a natural balance between the two extremes. Considering that Random Forests have few parameters to tune and can be used simply

![System Architecture Diagram](image-url)
with default parameter settings, they are a simple tool to use without having a model or to produce a reasonable model fast and efficiently.

Random Forests produces several classifications for given trees. Each tree is grown as follows:
1. If number of circumstances in the training data set is D, sample D cases at random state but with replacement, from the original dataset. This sample testing set will be the training set for increasing the tree.
2. If there are input variables from training dataset, a number is indicated such that at each node of the tree, m variables are selected at random available for the and the best splitting on these is used to splitting the node. The value of is used as constant during entire the forest growing.
3. Each tree is grown to the largest size as possible. There is no pruning an overall grown tree.
K− NN is another method used to create dengue prediction models. The output from k-NN can be both categorical and numerical data. K-NN classifies data based on the distance among data in the vector space. By using the Nearest Neighbor Index, spatial information of the risk areas of dengue infection have been analyzed using dengue hemorrhagic data from 1998 to 2004, indicating dengue movement patterns from rural communities to urban communities in Trinidad [13].

Conclusion:
According to WHO, early detection of disease progression associated with severe dengue, and access to proper medical care lowers fatality rates of severe dengue to below 1%. The proposed methodology can help as an early warning tool to identify potential outbreaks of dengue almost 30–40 days ago. Predicting dengue outbreaks with in a city on the basis of wards can be done with the help of meteorological parameters and surveillance data, and the results are statistically significant.
In the future, with some more information like the accurate rainfall according to location and population density could be considered and with the help of those parameters we can find descriptive results such as cases according to different types of dengue viruses, This model can also be scaled up at country level in future.
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