Sentiment Analysis of Tweets using SVM and Maximum Entropy
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Abstract: Sentiment analysis is a computational learning of masses opinion. Sentiment analysis will classify the text in a sentence or document to find out the opinions expressed in the sentence or document, which can be positive or negative. This scheme discusses the sentiment of someone on Twitter towards public figures. The data used is in the form of tweet data with the keywords "#NEP" or "National Education Policy". Tweets obtained are then processed by doing text preprocessing and then classified using the support vector machine algorithm with maximum entropy. The performance of this algorithm uses and obtained precision of 73.33%, accuracy of 77.47%, recall of 87.76% and f-measure of 79.66% respectively.
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I. INTRODUCTION

According to data released by the statista.com website in year 2019, the number of tweets in India is 34.4 million people. This number occupies the third position in the world, while data released by the a world of Tweets statista.com site places India as the third largest country in the world in writing tweets, which is 21.39% based on the recording of the total number of tweets worldwide. Since 2012 17 Million Twitter user profiles created before November 2019 [1]. The number of Twitter users in India is a promising market. So it is not surprising that various manufacturers ranging from small to large classes are competing to manage this huge economic potential so that their products sell well in the market at least as a reference. Sentiment analysis which is part of opinion mining [2-4]; Sentiment analysis is done to see opinions on a problem or it can also be used to identify trends in the market [5]. The magnitude of the influence and benefits of sentiment analysis causes research or application of sentiment analysis to grow rapidly, even in America approximately various categories of companies that focus on sentiment analysis services [6, 7]. Currently Twitter is a good indicator for influence in research [8-10]. These profit factors encourage the need to conduct sentiment analysis research on English language based tweets. This sentiment analysis research was conducted to find out public sentiment about something by using an approach in machine learning known as Support Vector Machine and Maximum Entropy Part of Speech Tagging which are specifically for English language text tweets with unigram features. The selection of the Support Vector Machine classification method is because it has the ability to generalize in classifying a pattern, excluding the data used in the learning phase of the method [12]. The Maximum Entropy (ME) model approach was chosen in Part of Speech because it has been shown to have a very efficient way to easily integrate a very large feature set in a model and has been used successfully in tasks such as Natural Language Processing (NLP) as part of tagging speech [13] or information extraction [14].

II. LITERATURE REVIEW

Social media is online content created using highly accessible and scalable publishing technology. The most important aspect of technology is the shift in how to recognize other people, share and read news, and seek information. There are hundreds of social media operating around the world today, one of them is Twitter. Twitter is a microblog that is quite popular in India by allowing every user to send and read messages called tweets in the form of 140 characters of text to be displayed on each user's page [33]. Twitter is one of the largest webs for people to express their feelings, share thoughts, opinions, provide comments and report events they experience in real-time [34]. The increasing popularity of Twitter and other social media are widely used by companies to improve their product services, and provide after sales services that allow their customers to review the quality of their products so that many companies rely on HootSuite tools to analyze data and provide customer service. However, this tool has shortcomings in detecting positive and negative emotional sentence forms in each user [35]. Several airlines are trying to gain a competitive advantage by continuously improving their services. There are many airline companies that focus on the quality of service and the experience of their service users as well as knowing the satisfaction of customers who use their products. By using social media twitter as an important source for tracking sentiment analysis [36]. Emotional life is indeed an area that can be handled with higher or lower skills, and requires its own expertise [37]. Emotion or feeling is a psychic atmosphere or inner mood that a person lives at one time. Detection of emotional sentences in Twitter's online media content can be done by analyzing the sentiments of users conveyed through tweets on the Twitter social networking site. Sentiment analysis is the process of understanding, extracting, and processing textual data automatically to obtain information, so that this sentiment analysis can be used to obtain a person's emotional information contained in the messages of Twitter social network users on the topics discussed by users [38]. There has been much discussion about sentiment analysis on emotions such as adding features to the set of sentiment analysis trials using the Naïve Bayes classification [39]. Evaluating the usefulness of existing lexical resources as well as features that capture information about informal and creative language used in microblogging by utilizing hashtags in twitter data to build training data [40]. Adding features in sentiment analysis such as pragmatic features related to hateful expressions and using them as additional features for hate detection with other features in detecting hate speech in short text messages on Twitter can make it easier to...
detect expressions of hatred [41]. Based on this research, we found a pragmatic feature that can combine counting, punctuation, capital letters, hashtags, the @ symbol and emoticons to emphasize one's emotions. Emoticons are used by users as an easy way to express emotions in a concise way. Thus, emoticons are an easy way to distinguish polarity (contradiction to words) from . For example, an exclamation point is used to express a strong emphasis which is usually a message of polarity [15-17]. The study discusses sentiment analysis on Facebook with the usual sentiment and to detect significant emotional changes in extracting information about the polarity of user sentiment (positive or negative). The results obtained through the approach using the Support Vector Machine method get the best accuracy. With sentiment analysis using Twitter on political opinion using the Support Vector Machine and Maximum Entropy methods, it is stated that the Support Vector Machine method has better results [18, 19]. In the sentiment analysis experiment, it was found that the Maximum Entropy method has a better level of effectiveness than the Support Vector Machine method and other methods [20-22]. Analysis of opinion sentiments regarding products and services in e-commerce using the Support Vector Machine and Maximum Entropy methods as classification methods shows the best results on the Maximum Entropy method [23,24].

Twitter is one of the most popular social media used by users today [2]. This has led to several studies being conducted using Twitter as the medium used. Previous research related to Twitter Sentiment Analysis was conducted by [25]. This study utilizes Twitter Sentiment Analysis for the classification of movie reviews using the Machine Learning algorithm. This study compares the use of two algorithms in Twitter Sentiment Analysis, namely the Naïve Bayes Classifier and the Support Vector Machine. The dataset used is 21,000 tweets in English and the training process uses 1,800 tweets which are divided into 600 positive tweets, 600 negative tweets, and 600 neutral tweets. The dataset for testing is 150 tweets divided into 50 positive tweets, 50 negative tweets, and 50 neutral tweets. The conclusion from this research is that the use of machine learning algorithms is easier and more efficient than symbolic algorithms. The accuracy of the Support Vector Machine algorithm produces 75 percent and the Naïve Bayes Classifier produces 65 percent. Other research related to Twitter Sentiment Analysis, namely research conducted by [26]. This research uses Support Vector Machine and Maximum Entropy algorithm. This study focuses on the training dataset stage that uses three models, namely Opinion Lexicon, Labeled Sentimental Tweets, and a combination of the two models. The dataset used in the training process is 30,000 positive tweets and 30,000 negative tweets. The dataset for the testing process is 1,000 tweets.

The word list used is 2,000 positive words and 4,000 negative words that will be used for the Opinion Lexicon as the basis for classification. The results obtained have an accuracy rate of 69 percent on unprocessed tweets, 73 percent on processed tweets, and 74, 2 percent on combination models. In 2015, [27] conducted a Twitter Sentiment Analysis research with a focus on the effect of the number of datasets on the training process for the Support Vector Machine algorithm and Abdelwahab’s Naïve Bayes Classifier [27]. The dataset used for the training process was 4,269 tweets and 782 tweets for the testing process. Training is carried out 10 times in order in the first training process using 10 percent of the training dataset, the second process using 20 percent of the training dataset, until the 10th training uses 100 percent of the training dataset. The results of this study indicate that the number of datasets will affect the level of accuracy of the Support Vector Machine algorithm and the Naïve Bayes Classifier. The Support Vector Machine algorithm has a stable accuracy rate of between 73 and 76 percent in the entire training process. The Naïve Bayes Classifier algorithm has an accuracy rate of 67 percent at the first time the training process, then the accuracy rate becomes stable between 73 and 75 percent at the next training process.

- **Text Mining**
  
  Text mining is the process of extracting information from unstructured source data. Data which has not been structured will be processed using specific techniques and methods of generating useful information for users. Text mining is a technique used for handle classification, clustering, information extraction, and information retrieval Feldman [28].

- **Sentiment Analysis**
  
  Sentiment analysis is the process of understanding, extract, and process textual data automatically to get sentiment information contained in an opinion sentence. Sentiment analysis is used to see opinion or opinion tendency towards a problem or object by which someone is headed to positive or negative opinions [29].

- **Support Vector Machine (SVM)**
  
  First time Support Vector Machine introduced by Vapnik in 1992 as a harmonious set of concepts excellent in the field of pattern recognition Feldman (2007) [28]. SVM is a machine algorithm learning that works on the principles of Structural Risk Minimization (SRM) with the aim of finding the best hyperplane that separates the two class in the input space.

![Figure 1: The Best Hyperplane Separating Both Class -1 and +1](image)

### a. Kernel trick and non linear SVM

To solve non-linear problems, SVM is modified by including the Kernel function. In the non-linear SVM, first the x data is mapped by the function \( \Phi (x) \) to a higher dimensional vector space. In this new vector space, a hyperplane that separates the two classes can be constructed.
The learning process at SVM in find the points support vector, only depends on the dot product of the data already transformed on new space higher dimensions, namely:

$$\Phi(x_i) \cdot \Phi(x_j)$$ \hspace{1cm} (1)

Because generally this transformation \( \Phi \) is unknown, and it is very difficult to understand easily, the calculation of the dot product according to Mercer's theory can be replaced with a kernel function that defines it implicitly transformation \( \Phi \). This is known as the Kernel Trick, which is defined:

$$K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$$ \hspace{1cm} (2)

Various types of kernel functions are known, as is summarized in the table.

<table>
<thead>
<tr>
<th>Kernel Type</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial</td>
<td>$$K(x_i, x_j) = (x_i \cdot x_j + 1)^p$$</td>
</tr>
<tr>
<td>Gaussian RBF</td>
<td>$$K(x_i, x_j) = \exp\left(-\frac{|x_i-x_j|^2}{2\sigma^2}\right)$$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$$K(x_i, x_j) = \tanh(ax_i \cdot x_j + \beta)$$</td>
</tr>
<tr>
<td>Linear</td>
<td>$$K(x_i, x_j) = x_i^T x_j$$</td>
</tr>
</tbody>
</table>

### Table 1: Commonly used Kernels

- Feature Selection
  Feature Selection is one of the relevant selection processes in terms of target learning problems. The purpose of feature selection is to remove redundant and irrelevant features [30]. Information Gain (IG) is a method for feature selection that is widely used by researchers to determine the limits of the importance of an attribute [31]. The value of IG is obtained from the entropy value before separation minus the entropy value after separation. This value is used to determine which attributes will be removed or used. Attributes that meet the weighting criteria will later be used for the classification process. In selecting features with Information Gain, it is carried out in 3 stages, namely:

1. Calculate the IG value for each attribute.
2. Determine the threshold (limit). This matter used to define which attribute its weight is smaller than threshold will thrown away.
3. Improve the dataset with subtraction attribute. Selection of Information Gain features IG \((t)\) formulated in equation (11).

$$G(t) = -\sum_{i=1}^{C_t} P(C_i) \log P(C_i) + P(t) \sum_{i=1}^{C_t} P(C_i|t) \log P(C_i|t) + P(\bar{t}) \sum_{i=1}^{C_t} P(C_i|\bar{t}) \log P(C_i|\bar{t})$$ \hspace{1cm} (11)

Where \(C_t\) is the data class, \(P(C_i)\) represents the probability of the data class, \((t)\) and \(P(\bar{t})\) is the opportunity term \(t\) that appears or does not appear in the document. In machine learning, information acquisition can be used to help determine rating features [30].

- Classification Algorithm with Maximum Entropy
  The following is a text classification algorithm using the method Maximum Entropy [32]:

1. Identify specific words in the document (sentence).
2. Form a matrix containing the value of the appearance of specific words with the following index

$$f_j(a, b) = \begin{cases} 1 \text{ if } f_j \text{ appears in document } b \text{ of the class} \\ 0 \text{ if } f_j \text{ does not appears in document } b \text{ of the class} \end{cases}$$

3. Creating a Maximum Entropy model with training data that is calculating the value of \(a_j\) for each class with the GIS (Generalized Iterative Scaling) procedure \(a_j^{(0)} = 1\).
\[ a_j^{(n+1)} = a_j^{(n)} \left[ \frac{E_p f_j}{E^{(n)} f_j} \right]^\frac{1}{2} \]  \hspace{1cm} \text{(eq. 12)}

Where:
\[ E_p f_j = \Sigma_{x \in \epsilon} p(x) f_j(x) \]
\[ E^{(n)} f_j = \Sigma_{x \in \epsilon} p^n(x) f_j(x) \]
\[ p^{(n)}(x) = \prod_{j=1}^k (a_j^{(n)} f_j(x)) \]
\[ \forall x \in \Sigma_{j=1}^k f_1(x) = C \]

4. Look for joint probability \( p(a,b) \) for testing data

\[ p^* (a,b) = \pi \prod_{j=1}^k \alpha_j^{f_j(a,b)} \]  \hspace{1cm} \text{(eq. 13)}

5. Determination of the topic of the data testing document by looking at the value of \( a^* \), the greatest in a class

\[ a^* = \text{argmax} \ p(a,b) \]  \hspace{1cm} \text{(eq. 14)}

**III. PROPOSED METHODOLOGY**

The design of this system starts from performing text processing then results term weighting is used for IG feature selection after that do the calculations with the SVM with Maximum entropy method whose output is the result identification of tweets shown in Figure 3.

The system starts by entering data training and data testing, then doing text preprocessing process. Text preprocessing starting from the tokenization process, filtering, stemming and then term weighting. In terms of weighting count value term frequency, document frequency, inverse document frequency, weight term frequency and weight term document. Score weight term document is used for input from the SVM process. Before doing calculations using the SVM method were carried out feature selection first by counting term presence, then calculate the entropy value, after that sort the values in ascending order. Threshold is used to use the feature according to the specified threshold value. After the feature is selected, then takes a value weight term document of the feature for carried out using the classification process SVM. After the SVM classification process obtained the identification results.

**IV. RESULTS AND DISCUSSION**

In this test using Accuracy, Precision, Recall and F-measure; This is because in this study only identify tweets that contains positive and negative words based on divergence, so retrieving the results identification is needed to find out whether the information requested by the user is in accordance with the information provided by the system. The amount of data used is as many as 300 tweets, of which 150 are positive tweets and 150 negative tweets. Data validated by scheme only for English Language. On testing the comparison scenario used are 240 training data and 60 data testing.

- **Testing SVM Sequential Training Parameters along with Maximum Entropy**

There are 6 parameters tested in sequential training SVM with 10 different experimental values, namely lamda variable, gamma constant, epsilon, maximum iteration and complexity (C). The SVM sequential training parameter values used in the test are \( \lambda = 0.5 \), \( \gamma = 0.001 \), \( \epsilon = 0.0001 \), \( C = 1 \), and iterMax = 100.
In the graph in Figure 4, it is found that the results obtained are constant at all tested lambda values, namely accuracy 70%, precision 68.75%, recall 73.33% and f-measure 70.96%. This happens because the lambda value is only used to calculate the hessian matrix. And the hessian matrix is used when calculating the Ei value for sequential training in SVM. So that the results obtained do not really affect the bias value.

Figure 5: Graph of Gamma Constant Testing Results

In the graph in Figure 5 it is found that best results are obtained at gamma values 0.001 and 0.01, then the value decreases when the gamma value is getting higher. This is due because the gamma value is used for calculate delta alpha value, where delta value alpha is the value that determines whether convergent results or not. The gamma value taken is 0.001 with 70% accuracy, precision 68.75%, recall 73.33% and f-measure 70.96%.

Figure 6: Graph of Epsilon Test Results

In the graph in Figure 6 it is found that best results at an epsilon value less than equal to 0.000001 and 0.0000001. This matter due to the value of the epsilon used as the maximum limit for convergent results; When the epsilon value gets higher, it yields will converge faster. Value selection epsilon 0.000001 with 68.33% accuracy, precision 64.10%, recall 83.33% and f-measure 72.46%.

Figure 7: Graph of Maximum Iteration Test Results

In Figure 7, the best results obtained are in iterations of 20 with 76% accuracy value, 71.27% precision, 87.66% recall and 78.61% f-measure. Then in more than 1200 iterations the results are the same, this is because the calculation has entered a convergent state in iteration 1604.

Figure 8: Graph of C Value Testing Results

The graph in Figure 8 shows that the results best on testing the C value is equal to 1 with 75% accuracy value, precision 70.27%, recall 86.66% and f-measure 77.61%. This matter because the higher the value of C then the polynomial kernel value will be higher also. When the polynomial kernel value is getting the higher the value of the Hessian matrix high anyway, so that causes on calculation of the value of the gamma constant the results are obtained smaller later can cause the iteration to become more and more converging quickly.

- **Testing Threshold Feature Selection Maximum Entropy**

After testing the sequential training for SVM with maximum entropy, the results obtained for the next test are the threshold with iterMax = 25, $\lambda = 1.5$, $\gamma = 0.001$, $\epsilon = 0.000001$, and $C = 1$.

Figure 9: Graph of Maximum Entropy Threshold Test Results
In the graph Figure 9 the best results obtained at a threshold value of 90%. When all features are used the results obtained accuracy is 77.47%, precision 73.33%, recall 87.76% and f-measure 79.66%. When term selection using feature selection, the information gain process produces a value which is high in terms which are unique to the term it appears once in one class. Score information gain will affect term used in the identification process, where is the term with the maximum entropy value high ones to use.

V. CONCLUSIONS AND SUGGESTIONS

Based on the results of the research, testing and analysis that has been carried out, it can be concluded that the results of the sentiments identification test using the SVM and Maximum Entropy method get the best results based on the iterMax test, parameter λ (lambda), γ (gamma constant), ε (epsilon) and C (complexity), the SVM sequential training affects changes in the weight value weight (alpha it-i) and the value of b (bias). The best results obtained from all testing of sequential training SVM parameters are iterMax = 25, λ = 1.5, γ = 0.001, ε = 0.000001, and C = 1. The accuracy results obtained are 77.47% accuracy, 73.33% precision, recall 87.76% and f-measure 79.66%. This is because the selection of the maximum entropy has a high values which represents a particular class, and has a low value if the feature appears in all classes. So the results of identifying sentiment analysis of tweets with maximum entropy get higher accuracy than using all existing features. While the suggestions that can be given are based on the research that has been done, namely it is hoped that it will increase the amount of data used, because it will affect the identification process to obtain optimal results. And in further research, it is necessary to consider the dimensionality of the training data. Because if you have high dimensionality training data, it is possible to cause an over-fitting state.
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