Type II Diabetes Mellitus Analysis Based On Linear Regression and Cascade Forward Neural Network (CFNN)
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Abstract : In this research work present a hybrid model that is combination of linear regression model and cascaded feed forward network with back propagation training. The detection of the diabetic type 2 patient shows better accuracy as compare to other previous methods. In the different previous method analysis got the drawbacks of previous method that is over come in the proposed method that is shown in the result discussion. The outcome proposed method shown that can be detected with an awfully high accuracy, up to 96.54 % in the different diabetic patient datasets. The proposed method also shows lower complexity and better timing due to regression model soft threshold values. In the proposed hybrid model is the combination of CFFNN and Linear Regression method. Cascade-forward networks are similar to feed-forward networks, but include a connection from the input and every previous layer to following layers. As with feed-forward networks, a two or more layer cascade network can learn any finite input-output relationship arbitrarily well given enough hidden neurons. For greater accuracy on low-dimensional through medium-dimensional data sets, fit a linear regression model.

Index Terms - Diabetic Type 2, Cascaded Feed Forward Network, Linear Regression, Machine Learning Processes, Random Forent And Accuracy.

I. INTRODUCTION

Diabetes mellitus could be a heterogeneous group of diseases specify by chronic elevation of glucose within the blood. It arises as a result of the body is unable to provide enough insulin for its own desires, either due to impaired endocrine secretion, impaired endocrine action, or both, polygenic disorder affects some three hundred million folks world-wide, and is on the rise. Chronic exposure to high glucose may be a leading explanation for kidney disease, visual loss and a variety of different kinds of tissue injury. sickness] additionally predisposes to blood vessel disease, not least as a result of it's typically in the middle of cardiovascular disease, supermolecule disorders and bladder, several cases of polygenic disease and most of its unwanted semipermanent consequences ar probably avertible, however this may need intervention at a social moreover as at a medical level. This section of Diapedia offers associate introduction to the history of polygenic disorder, its clinical presentation, its current classification and its international medicine. we tend to conjointly introduce a number of the psychological and social aspects of polygenic disease, together with the 'hot topics' that dominate the media, and supply an summary of current areas of analysis interest, of these topics ar thought-about in bigger detail elsewhere in Diapedia, and that we hope you'll explore them additional.

Diabetes Mellitus ("diabetes" for short) may be a serious illness that happens once your body has issue properly regulation the number of dissolved sugar (glucose) in your blood stream. it's unrelated to a equally named disorder "Diabetes Insipidus" that involves kidney-related fluid retention issues. so as to grasp polygenic disease, it's necessary to initial perceive the role aldohexose plays with reference to the body, and what will happen once regulation of aldohexose fails and glucose levels become perilously low or high. The tissues and cells that structure the anatomy reside things, and need food to remain alive. The food cells eat could be a kind of sugar referred to as aldohexose. mounted in situ as they're, the body's cells ar utterly captivated with the blood stream during which they're bathed to bring aldohexose to them. while not access to adequate aldohexose, the body's cells don't have anything to fuel themselves with and shortly die. citizenry eat food, not aldohexose.

Human foods get regenerate into aldohexose as a vicinity of the conventional digesti
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The main objective of proposed research work to analysis the diabeties type 2 patient and give the prediction of possibility of deities. For this first requirement is the analysis of data set and its different attributes in it. Further improve the accuracy of proposed work with the help of ANN based machine learning method.

II LITERATURE SURVEY

Wu, Kopitar, Leon, et al. "Early detection of type 2 diabetes mellitus using machine learning-based prediction models", In this research work authors present results that using new data in the EHR system to rebuild prediction models not only improves prediction performance, but also stability of the variable importance ranking, although not equally in different machine learning prediction models. Our results found no clinically relevant improvement when employing machine learning-based models over the more conventional regression models in terms of predictive performance. Even with calibration of the models, visualization of the observed versus actual FPGL showed some advantages in using simpler models. When observing the stability of variable ranking based on relative importance of variables, one can notice that a method like LightGBM results in much more stable results in comparison to other methods, which were more prone to high variance in variable importance. Both regression-based methods also proved as comparable alternatives. Since regression-based prediction models have been regularly used in clinical practice they could represent a better alternative in some clinical environments. To results in this study show significant improvement in terms of AUC, AUPRC and RMSE for all tested methods as the amount of collected data increases. For all tested predictive models in most of the experiments, we were able to show that additional data availability positively correlates with improved predictive performance and more stable variable importance-based ranking of variables. The opportunity of updating models arises as additional routine data become available over time. Future research needs to explore the implementation of different approaches of building ensemble methods. In this case, stacking and blending of different prediction models could be taken into consideration. However, such systems bring along even more challenges in terms of interpreting the results that should support decisions of the healthcare experts[1].

Krishnan, Devi R., et al. "Evaluation of predisposing factors of Diabetes Mellitus post Gestational Diabetes Mellitus using Machine Learning Techniques". In this study, we tested various ML classification models on 15 feature dataset of 77 patients. In clinical practice, predicting the risk of DM after GDM is a challenging task. In our research, we make use of prognostic machine learning (ML) techniques that inputs 15 predisposing factors and outputs the risk of DM. The results from our study demonstrated that Random Forest and Gaussian Naïve Bayes classifies the data comparatively better than the other models[2].

Vigneswari, et.al. “Machine Learning Tree Classifiers in Predicting Diabetes Mellitus”, Machine learning tree classifiers were analyzed for predicting diabetes mellitus in this study. The accuracy of these classifiers were calculated based on the True Positive, True Negative, False Positive, and False Negative of the classifiers. In this study, Logistic Model Tree (LMT) classifier achieved an accuracy of 79.31% with an average time of 0.49 sec to build the model which is higher than the Random Forest tree classifier with 78.54% accuracy and 0.04 sec. Machine learning tree classifiers other than the ones considered here can be analyzed in future for constructing hybrid tree classifier algorithms [3].

Alaaaf, Reem A. et.al., “”Preemptive Diagnosis of Diabetes Mellitus Using Machine Learning” In this paper, Saudi Arabia medical data has been explored for the first time in diagnosing diabetes mellitus. Correlation coefficient and recursive feature elimination were used for feature selection, then four classification algorithms, namely: ANN, SVM, NB, and K-NN were compared on the basis of classification accuracy, precision, recall and f-measure. ANN outperformed the rest with classification accuracy of 77.5%. Potential future work could be in improving the classification accuracy by investigating different feature selection methods or classifiers. Moreover, decreasing the FN rate in mis-classification, has high significance in the context of medicine [4].

Ioanniskava Kiotiset “Machine Learning and Data Mining Methods in Diabetes Research”, [2017]The growth of biotechnology and health sciences have led to a significant production of data, such as high throughput genetic data and clinical information, generated from large Electronic Health Records (EHRs). To this end, application of machine learning and data mining methods in biosciences is presently, more than ever before, vital and indispensable in efforts to transform intelligently all available information into valuable knowledge. Diabetes mellitus (DM) is defined as a group of metabolic disorders exerting significant pressure on human health worldwide. Extensive research in all aspects of diabetes (diagnosis, etiopathophysiology, therapy, etc.) has led to the generation of huge amounts of data. The aim of the present study is to conduct a systematic review of the applications of machine learning, data mining techniques and tools in the field of diabetes research with respect to a) Prediction and Diagnosis, b) Diabetic Complications, c) Genetic Background and Environment, and e) Health Care and Management with the first category appearing to be the most popular[5].

PhattharatSongthung et.al, “Improving Type 2 Diabetes Mellitus Risk Prediction Using Classification”, [2016]Diabetes is a chronic disease that contributes to a significant portion of the healthcare expenditure for a nation as individuals with diabetes need continuous medical care. In order to prevent or delay the onset of type 2 diabetes, it is necessary to identify high risk populations and introduce behaviour modifications as early as possible. Screening the population to identify high risk individuals is an important task. One of the most accurate tests of diabetes is through the analysis of fasting blood sugar, but it is invasive and costly. Furthermore, it is only useful when the individual is already displaying symptoms i.e., making a diagnosis, which is considered too late to be an effective screening mechanism [6].
Madhuri Panwar et.al. “K-nearest neighbour based methodology for accurate diagnosis of diabetes mellitus”,

Diabetes is one of the leading causes of death, disability and economic loss throughout the world. Type 2 diabetes is more common (90-95% worldwide) type of diabetes. However, it can be prevented or delayed by taking the right care and interventions which indeed an early diagnosis. There has been much advancement in the field of various machine learning algorithms specifically for medical diagnosis. But due to partially complete medical data sets, accuracy often decreases, results in more number of mis-classification that can lead to harmful complications. An accurate prediction and diagnosis of a disease becomes a challenging research problem for many researchers. Therefore, aimed to improve the diagnosis accuracy we have proposed a new methodology, based on novel pre-processing techniques, and K-nearest neighbour classifier[7].

III. Proposed Method

In this chapter discuss the proposed solution, in which solve the problem of previous work that is shown in previous chapter-2 literature survey. In the above chapter discuss the proposed method for Type 2 diabetes mellitus prediction. For the detection of the detection as well as predication of the use hybrid model that is based on neural network and regression.

Diabetes Patient Prediction Model

In this section, discuss the diabetes patient prediction architecture and define the detection process model. In general diabetes patient prediction first train the system with the help of data set, in the data set there are different body such as Age, BMI, Impaired glucose tolerance (IGT), Family history of DM, Lower high-density lipoprotein cholesterol or (HTG), Hypertension or cardiovascular disease. All these parameters are used to train proposed system.

Linear Regression

In statistics, regression may be a linear approach to modeling the link between a variable quantity and one or independent variables.

\[
\begin{align*}
\mathbf{y}_i &= \mathbf{x}_i^T \mathbf{\beta} + \epsilon_i, \\
\mathbf{Y} &= \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix}, \\
\mathbf{X} &= \begin{pmatrix} 1 & \mathbf{x}_{11} & \mathbf{x}_{12} & \cdots & \mathbf{x}_{1p} \\ 1 & \mathbf{x}_{21} & \mathbf{x}_{22} & \cdots & \mathbf{x}_{2p} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \mathbf{x}_{n1} & \mathbf{x}_{n2} & \cdots & \mathbf{x}_{np} \end{pmatrix}, \\
\mathbf{\beta} &= \begin{pmatrix} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_p \end{pmatrix}, \\
\mathbf{\epsilon} &= \begin{pmatrix} \epsilon_1 \\ \epsilon_2 \\ \vdots \\ \epsilon_n \end{pmatrix}.
\end{align*}
\]

Cascade-Forward Neural Network

In perception connection that is formed between input and output is a form of direct relation while in FFNN connection formed between input and output is indirect relationship. The connection is nonlinear in shape through an activation function in the hidden layer. If the connection form on perception and multilayer network is combined, then the network with direct connection between the input layer and the output layer is formed, besides the connection indirectly. The network formed from this connection pattern is called Cascade Forward Neural Network (CFNN). The equations are formed from the CFNN model can be written as follows:
\[
\sum_{i=1}^{n} f^i \omega^i_0 x_i + f^0 \left( \sum_{j=1}^{n} \omega^h_j f^h \left( \sum_{i=1}^{n} \omega^h_i x_i \right) \right)
\]

Where \(f^i\) is the activation function from the input layer to the output layer and \(\omega^h_j\) is weight from the input layer to the output layer. If a bias is added to the input layer and the activation function of each neuron in the hidden layer is then equation (4.6) become

\[
y = \sum_{i=1}^{n} f^i \omega^i_0 x_i + f^0 \left( \omega^b + \sum_{j=1}^{k} \omega^h_j f^h \left( \omega^b + \sum_{i=1}^{n} \omega^h_i x_i \right) \right)
\]

In this research, the CFNN model is applied in time series data. Thereby, the neurons in the input layer are the lags of time series data \(X_t - 1, X_t - 2, \ldots, X_t - p\), whereas the output is the current data \(X_t\). The architecture of CFNN model in predicting time series is shown at Fig. 4.3.

IV. Simulation And Result

In this chapter discuss the simulation model and result of proposed algorithm. For the implementation of proposed algorithm use Matrix laboratory. Matrix laboratory is a well-known tool for such kind of algorithm implementation related to data analysis calculation. MATLAB contain a rich function family of data analysis. The result of proposed method for development of middleware using machine learning technique for diabetic type 2 shown in this section, simulation of our proposed method and result calculation. We have done proposed work with the help the MATLAB R 2015a (8.1.0.602) software and simulate our whole proposed methodology in data analysis. Basic configuration of our system is: Processor: Intel (R) Quad Core (VM) i3 – 3110 Central Processing unit @, 2.40 GHz with 4GB RAM: System type: 64-bit Operating System.

Result Comparison

In the above section discuss the result compression of proposed method. Now compare the resultant output with different machine learning methods that is shown in below. In the below result table 5.1 shows the accuracy of classification of different methods using machine learning approach. The resultant accuracy of proposed work is near around 79% (without regression).

Table 4.1  The values of accuracy of classification made on pima Indian diabetes dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>79.6</td>
</tr>
<tr>
<td>Discrim</td>
<td>77.5</td>
</tr>
<tr>
<td>MLP</td>
<td>73.8</td>
</tr>
<tr>
<td>Logdisc</td>
<td>78.2</td>
</tr>
</tbody>
</table>

the accuracy of the comparison of different methods such as Discrim, MLP, Logdisc, SMART, Bayesnet, NaivebAY, Random Forest, J48, SGD, SMO, Backprop, RBF, LMT, in the graphical In all the methods apply direct classification techniques on different machine learning platform such as Weka, R, R studio and Python. Our proposed Cascaded method shows better accuracy near around 80%.

Fig. 3 Shows the accuracy comparison with different methods
In the table 4.2 shows the result comparison of proposed method with regression in all approaches. In the references [1] researchers use logistic regression with K mean clustering approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>96.54%</td>
<td>2020</td>
</tr>
<tr>
<td>Base Paper</td>
<td>95.42%</td>
<td>Wu, Han, [1]</td>
</tr>
<tr>
<td>HPM</td>
<td>92.38%</td>
<td>B.M. Patil [6]</td>
</tr>
<tr>
<td>AMMLP</td>
<td>89.42%</td>
<td>Alexis Marcano-Cedeno [8]</td>
</tr>
<tr>
<td>J48(pruned)</td>
<td>89.93%</td>
<td>Aliza Ahmad [7]</td>
</tr>
<tr>
<td>J48(unpruned)</td>
<td>89.35%</td>
<td>Aliza Ahmad [7]</td>
</tr>
</tbody>
</table>

Fig. 4 Shows the accuracy comparison with different methods (With Regression)

As clearly shows that proposed method shows better result as compared to other previous methods. The proposed method shows better result due to the hybrid model of three different methods first one is data cleaning and data correction using linear regression method, after that apply back propagation based learning method and classify by threshold based cascaded neural network.

V. Conclusion

In the research work present a hybrid model that is combination of linear regression model and cascaded feed forward network with back propagation training. The detection of the diabetic type 2 patient shows better accuracy as compare to other previous methods. The outcome proposed method shown that can be detected with an awfully high accuracy, up to 96.54% in the different diabetic patient datasets. The proposed method also shows lower complexity and better timing due to regression model soft threshold values. The result comparison of proposed method shown in the different tabular form in the table 1 and 2.
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