FORGERY IMAGE DETECTION USING NUERAL NETWORK
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ABSTRACT: Digital imaging has experienced tremendous growth in recent decades and computer generated images are employed in many applications. Now a days, several software's are available to manipulate image so the image appear to be as original. Detecting these kinds of forgeries has become significant issue at present. To see whether a digital image is original or doctored may be a big challenge. Forging images and identifying such images are promising research during the digital era. Detection of such fake images is inevitable for the revealing of the image based cybercrimes. There's a necessity for developing techniques to distinguish the computer generated images from the manipulated ones. In this paper, an efficient method based on convolutional neural network (CNN) for the image forensic problem is introduced. The objective of the proposed system is to detect the tampered images using neural network Convolutional Neural Network (CNN), 2) the neural network will learn features of an image and predict whether the given image is real or fake. It enhance the security of image frameworks, by adding assessment in a fast, user-friendly, and non-intrusive manner, through the use of image quality assessment.
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1. INTRODUCTION

Digital image forgery has become a widespread phenomenon in today’s world. Digital images are easy to control and edit with the assistance of editing software. It possible to feature or remove important features from a picture without leaving any obvious traces of tampering. The detection of image manipulation is essential because a picture can be used as legal evidence, in forensic investigations, and in many other fields. Digital forgery is now horrible to individuals (e.g. fake images of celebrities and public figures), societies, journalism, scientific publication etc. Different types of image forgeries, including copy-move, splicing, and object removal, often implement resampling as part of the forgery workflow. Recently, the interest about deep learning has increased and lots of remarkable results are emerging. Hence, forensic researchers try to apply deep learning to detect the manipulation of images without human intervention. In this paper, an image manipulation detection algorithm using deep learning technology is introduced. The proposed method uses a Convolutional Neural Network (CNN) for feature extraction.

This paper provides a deep-learning method for distinguishing computer enhanced graphics from real photographic images. The CNN, amongst other deep neural networks, have the potential to obtain higher order features automatically and efficiently decrease its complexity and dimensionality. The method make high accuracy predictions on images exhibiting the robustness of the trained model. The problem with existing fake image detection system is that they will be used detect only specific tampering methods like splicing, colouring etc. Active techniques, like watermarking, are proposed to unravel the image authenticity problem, but those techniques have limitations because they require human intervention or specially equipped cameras. Thus an experimental set-up of a neural testing platform is implemented to overcome this limitations. The problem is solved using machine learning and neural network to detect almost all kinds of tampering on images.

II. RELATED WORK

In this paper, an image manipulation detection algorithm using deep learning technology is introduced. This system based on a convolutional neural network (CNN). The convolutional layer is consists of 2 layers having maximum pooling, ReLU activation, and local response normalization. The fully connected layer consists 2 layers, The convolution layer computes the image matrix that are connected to local regions in the input, each computing a dot product between their weights and a small receptive field to which they are connected to in the input. The convolutional layer consists of various combination of convolution, pooling, and activation functions. The computation of convolution in a neural network is a product of a two-dimensional matrix called a kernel or filter matrix. Through this convolution, local features can be extracted. Each computation is used for the extraction of a feature map from the input image. As a result, we will get a single number that represents all the values of the images. This layer is used for filtering which are multiplied by the values outputted by the convolution [3].

Another techniques of subsampling is max pooling. With this technique, the highest pixel value is selected from a region depending on its size. The pooling layer appearing after convolution layer is to pick a pixel value having a particular characteristic among pixels in a very specific region, such as maximum pooling and average pooling. It can be minimized to improve the time performance. However, in aspect of detecting image manipulation, there is a chance to lose important traces to determine the modifications. Through this pooling, the size of input data. The aim of the fully connected layer is to provide the high-level features that are extracted by convolutional layers and combining all the features. It passes the flattened output to the output layer where you use an activation function to predict the input class label. Once the model is created, images are trained and store them in a list. The neural network model is compiled and predict the accuracy of image and identify the fakeness and realness of loaded image. Here Jupyter Notebook is the platform for system development. The basic image processing functions and feature extractions done by OpenCV and python. The Convolutional Neural Network is constructed by the support of TensorFlow 2.2.0.

III. PROPOSED SYSTEM

In the proposed system, the tampered images are detected using neural network and it can be implemented on Android platform and hence made available to common users. This proposed strategy directs an image manipulation detection algorithm using deep learning technology.
The experimental dataset was used to verify the image forgery detection. Here we have two datasets named as fake and real. Both fake and real image dataset contains 1000 images each. Fake image dataset contains only digitally enhanced images or Google images. Real images contains only computer generated images. Quantitative performance analysis is performed to check the performance of the proposed algorithm. Even with a complex neural network, it is not possible to determine whether an image is fake or not without identifying a common factor across almost all enhanced images. So, instead of giving direct raw pixels to the neural network, it is resized and RGB conversion is done in images. The input image into convolution layer. Choose parameters, apply filters with strides, apply padding if requires. Perform convolution on the image and apply activation functions to the matrix. Then perform pooling to reduce dimensionality size and flatten the output and feed into a fully connected layer (FC Layer) [2].

![Figure 1. Process in Convolutional Neural Network](image1)

The input layer holds the raw input of image with width 32, height 32 and depth 3 and the convolutional layer computes the output volume by computing dot product between all filters and image patch. Activation layer will apply element wise activation function to the output of convolution layer. Some common activation functions are RELU: max (0, x), Sigmoid: 1/(1+e^-x), Tanh, Leaky ReLU, etc. The volume remains unchanged hence output volume will have dimension 32 x 32 x 12. Output of convolutional layer is sent to the pooling layer. Pool layer is periodically inserted in the convnets and its main function is to reduce the size of volume. There are two types of pooling layers are max pooling and average pooling. Here we use a max pool with 2 x 2 filters and stride 2, the resultant volume will be of dimension 16x16x12.

After the operation in the ReLU layer the output of this send to the fully connected layer. Which takes input from the previous layer and computes the class stores and outputs the 1-D array of size equal to the number of classes. If the 1-D array stores the value 0 our system will take it as a real image, if the value is 1 our system will take it as a fake image [3].

![Figure 2: Output of CNN process](image2)
IV. CONCLUSION

Neural network has been successfully trained using the image dataset with 2000 fake and 2000 real images. The trained neural network was able to recognize the image as fake or real at a maximum success rate of 89%. The use of this application in mobile platforms will greatly reduce the spreading of fake images through social media. This project can also be used as a false proof technique in digital authentication, court evidence evaluation etc. By using the results of neural network output a reliable fake image detection program is developed and tested. This system enhance the security of image frameworks, by making assessment in a fast, user-friendly, and non-intrusive manner, through the use of image quality assessment.
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