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Abstract :  In this paper we would like to highlights the vulnerabilities in Data plane , Perform attacking on data plane 

components and Measure the impact on performance of system. The attacks on data plane creates the major impact on system 

performance and consumes more bandwidth of the system. It jeopardize the controller and result in defunction of SDN 

architecture. 3D analysis on data plane attack highlights the impact of flooding and arp spoofing attack and its affect in the 

performance of SDN. 

 

 

IndexTerms - sFlow, LLDP,DPID, ID, Flow Rule. 

 

1. Literature Survey 
 

Threat detection and protection is major task in network which evolve many of the model in networking. Cisco[1], proposed Zero 

Trust, Zero Touch concept about enabling the security with its survey. It has highlighted the impact of attack which cause the data 

breaching and also survey the duration of those attack takes number of days which  result the jeopardize in   IT industries. Multi 

layer protection needed to mitigate the potential threats. An SOC is proposed by Cisco which composes the component of 

Anomaly detection, automation model and Machine Learning techniques to support security. DDoS is one of the major concern in 

network security as discussed in [2], impact on SDN due to DDoS is high and have proposed the mitigation algorithm by blocking 

the source whose rate of data transfer is greater than 10000 bit per second. sFlow is one of the effective tool for detection and 

mitigation DDoS attack which has helped many researcher to explore on those field as presented by[3]. An experiment is  

conducted on the network traffic collected from university give variety of input data collection on which entropy based 

mechanism is deployed with sFlow to mitigate the attacks detected by sFlow. In [3]-[9] detecting the attacks and finding the 

vulnerabilities are been considered, as the result many researcher have adopted the machine learning to detect the malicious traffic 

and the rogue nodes in the network. Most of the DDoS attack consider flooding attack which target the resources. 

 

 Attack on Northbound application can also impact the misconfiguration which should also consider about its authenticity. 

Towards building the secure network many Threat model is proposed, as we see in [16] Safe Guard proposed two modules to 

protect against DDoS detection such as Anomaly traffic detection and controller dynamic defense which detect the botnet in data 

plane and controller  remapping to avoid the overloading effect on controller. Opennetworking recommended the principle of 

security is also important to follow which can subside the major impact at initial stages, as suggested [21] ,retrofitting the security 

model and avoiding vulnerable protocol or algorithm, carefully vet the overall architecture.  

 

Deep vulnerability assessment is very essential before deploying SDN, as discussed from[10]-[16], many measurement are taken 

the prove the effectiveness of detection algorithm and also highlighted the time taken to detect the attack should less to block the 

further impact on network system. Also recommended to use the open source such as snort IDS to detect the attacks.  

 

As stated in[21], Security measurement against the different attack should adopt efficient algorithms for network classification, 

feature selection and accuracy of identify the attack vector and verification with tested data are the few step should be considered. 
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2. Security of Data Plane in SDN: 

 

SDN is an process of controlling the network operation in software. It conceptually divided into three layer Control Plane, Data 

Plane and Application Plane. Control Plane is an centralized unit which control, communicate and monitor other two Plane. Data 

Plane is a firmware implemented on router or switches for forwarding the network traffic to the connected devices. The Data 

plane components  functionalities are discussed below, 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

  

 

   Figure [1]: OVS_Connectivity 

 

2.1 Component of Data Plane 

 

a. Flow Table: In SDN all forwarding decision are flow based than destination based, controller will be having the flow statistic 

and send the flow rule to switches which is updated in flow table of OVS. The major functions of flow table is to store the flow 

rules in tables and matches the with incoming traffic.  Figure [2] shows the snap of flow table. 

 

 

 

 

 

 

 

      Figure [2]: Flow Table of S1 
 

 

 b. Controller Data plane Interface(CDPI): It is also known as south bound interface which consist of programming control of 

forwarding operations[21]. 

 

c. Packet Forwarding Engine: OpenFLow is a standard way of forwarding the packets or flow from controller to switches. This 

engine matches the packet header against the match field   

 

d. Packet Processing: It is a process to extract the information needed to identify information for further processing by 

integrating hardware component with proprietary software , this can be achieved by using DPDK, Vector packet processing  and 

other library  functions. 

 

2.2 Security in Data Plane, Currently Openflow protocol is used to communicate between data plane and control plane which 

use TLS  for secure data transfer. Data plane can be implemented on hardware switches which are compatible for OVS Software. 

Open Flow Switches is a pro grammatically controls the  switches which uses openflow protocols to communicate with controller 

of SDN.  

Security of Data Plane 

encomposes of the 

mechanism used to implement 

the OVS as described below, 
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Network Resources are the resources components in data plane for traffic processing, It may br the composion of network 

bandwidth, throughput and relative elements. 

 

Networking Elements are the virtualize switches which forward the packets and also process it using OAM(Operation 

Administration Management) Engine which also configure the routing information. 

 

Master RDB It provide the conceptual information to the network elements about the resources. 

 

Security Integrated in data planes are,  
1  Single Management controller 
2  Ability to inject the test 
3  Local Fault recovery 
4  Event notification & publication 
5  Policy Enforcement. 
6  Interconnect the Virtual Network Element to enforce the rules 

 

The above mentioned properties makes the forwarding more robust and secure for data transmission , but still few challenges in 

data plane need to be addressed. TLS is not  considered asdefault option which open the attacker to probe the data planes. It is 

difficult to attack from external element to data plane as it authenticate with identity certificate all the forwarding devices but it is 

not feasible in wireless communication either with TLS nor enforcing for certification due to high speed requirement with 

asymmetric communication. 

 

 

 2.3 Vulnerability in SDN Data Plane 

 

If the data plane is compromised, as discussed in [21] than it generates the attack vector. This Attack vectors are classified into 

Passively eavesdrop on messages, DDoS attack and side channel attacks. 

a. Passively eavesdrop: Phishing or social engineering attack can be handed by principles by encrypted techniques and tunneling 

mechanism. 

b. Side Channel attacks: This can be combat by resolving policy conflict and using secure protocol for communication 

communication. 

c. DDoS Attack: SDN imbibes security rules and more secure compare to than traditional network, but  internally initiated attacks 

by comprised hosts is more difficult to detects. Those hosts will consumes privileged resources and disrupt the flow of traffics. 

Open Network Foundation recommended the consideration of principles to adopt for security. 

 

The basic security principles integrated in SDN architectures are Robust Identity, Recommend the proven protocols and 

methodologies such as TLS, MD5. Data plane is one of the major component in SDN, securing this also an important task. As 

recommended by Open Networking in [21], security the data plane should consists of following principles 

I. Encourage Message Validation 

II. Protect the switch storage 

III. Aware about tunnel ID by the controller 

IV. Secure channel between Switches and Controllers: 

V. Resolve the policy conflicts. 

 

Vulnerability in SDN Data Plane 
 

If the data plane is compromised, as discussed in [21] than it generates the attack vector. This Attack vectors are classified into 

Passively eavesdrop on messages, DDoS attack and side channel attacks. 

 Passively eavesdrop: Phishing or social engineering attack can be handed by principles by encrypted techniques and tunneling 

mechanism. 

Side Channel attacks: This can be combat by resolving policy conflict and using secure protocol for communication 

communication. 

DDoS Attack: SDN imbibes security rules and more secure compare to than traditional network, but  internally initiated attacks 

by comprised hosts is more difficult to detects. Those hosts will consumes privileged resources and disrupt the flow of traffics. 

 

We are focusing on DDoS Attack, as this attack create threshold level for resources and services. It affect the market with huge 

disruption.  DDoS attack will jeopardize the business by  slow downing the services and lose of user data which impact around 

40% which also cost high amount. 

 

Identifying the vulnerabilities in the data plane is essential to focus on the area of research for further development by the 

researcher. We highlight the vulnerabilities in below tables [1] and the impact will be analyzed after implementing the attack 

model. 

In table[1] vulnerabilities with respect to data plane is discussed and tabulated the collective inputs from different research[21]-

[23] . OpenFlow protocol and channel of communication between the switches and controller is secure but the optional TLS 

services in many controller such as NOX, POX and FloodLight creates the space for attack.  
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Vulnerabilities in Network Element : No automatic bandwidth rate limiting to the  high volume packets, man-in middle may 

generate the malicious flow and  lack of authentication of third party switches results to attack. 

 

 Vulnerabilities in Connected nodes: Dynamic Nodes/Host addition or relocating is common in wifi network for mobilized 

devices which require fast authentication model and also lack of idea about the configuration setting are prone to DDoS attack 

such as botnet which may result in flooding attacks, topology poisoning and IP Spoofing.   

 

Vulnerabilities in Flow Tables: Wild card matching of packets and limitation of memory leads to modify the table entry 

frequently with new request to controller generate queue of message in the channel. 

  

Vulnerabilities in Communication Channel: Tunneling is the secured way of transfer the data which may also leads to time 

consuming in different subnet, for which many constumers will go for plain 

text TCP connection leads to vulnerabilities in channel for spoofing mac address and network information for attacks. 

 

Table[1]:  Vulnerabilities  

Component of 

Data Plane 

Vulnerability 1 Vulnerability 2 Vulnerability 3 Vulnerability 4 

Network 

Element 

Rate Limiting MAC Spoofing Flow generation Authentication 

Connected Nodes Authentication Configuring 

Firewall 

Unsecured Website - 

Flow Table Flowrule 

Enforcement 

Flase-Flow Rule 

from adversary 

nodes 

- - 

Connectivity 

between NE 

Optional TLS Forwarding 

Loop 

Limiting bandwidth Shared Networking interface 

 

 

2.4 Attacking Ideology 

 Intrusion Detection system are major component in networking system evolve with new approach to defend against 

fraudulent activities. Network attack activities are used to consume lot of networking resources and attack the networking system.  

Based on the studies  of vulnerabilities We would create an attack vector to measure the performance of SDN. As discussed in our 

paper [20], DDoS attack can be broadly classified into 3 types Volume Based attack, Protocol attack and Application layer attack. 

Each attacks goal is to invade the network system, as represented in the figure[1], we listed the attack vector which impact of 

attacks on network resources are analyzed from the experiments on data plane.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Figure [2]: Attack Vector 

 

Ideology 1: Arp Spoofing, which entails spoofing the MAC addresses of hosts and performing a man-in-the-middle attack so that 

traffic passes via the attacker's system. This can be done with the arp spoof utility or the scpay package [requires a gateway and 

the victim's IP address]. 

 

Ideology 2: DDoS attack, which can build a botnet to affect multiple hosts at the same time and bring many services to a halt by 

flooding the targeted server with packets. We utilise hping3 to get through the firewall and flood UDP and SYN packets of 

various sizes. 
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Ideology 3: LLDP assassination Topology management services will collect host tracking information and switch information via 

LLDP packets. Host location hijacking and link fabrication attacks will jeopardize topology information. This strike has the 

potential to be devastating. 

 

Ideology 4: Side channel attack, It is also know as information disclosure or Eavesdropping in which the configuration 

information of flow table statistics or capabilities of switches will be captured. 

 

Ideology 5: Host Location Hijacking, In this attack network traffic for the original host will be diverted to attack host. 

 

Ideology 6: Flow table overflow, Random packet generated by the botnet generate the new request to controller which also fills 

the capacity of TCAM of switches result to overflow or drop in packets. It also consume the throughput and impact on TCP 

performance[25]. Flow table overflow due to random flooding request perhaps create controller stroke which will be not listen to 

legitimate request during the flooding attack. As depicted in figure[2], any flooding attack such as ping to death attack will result 

in traffic congestion and connected switch will be not reachable. 

 

    Figure  [3]: Flow table Overflow. 

 

 

Ideology 7: Flow Rule Modification, side channel attack can also result into flow rule modification by the attacker and which 

misleads the routing stratergy. 

 

Ideology 8: DPID Spoofing, Modifying the datapath id of switch disconnect the legitimate switch and establish connection with 

malicious switch. Controller receive the dpid while getting reply from switches in OFPT_FEATURE_REPLY. 

 

Ideology 9: Elephant flow, It may be the legitimate traffic or malicious traffic classifying this include not only the byte count but 

also need to scan the authenticity of the port. This attack generate the packet with high payload.  

We have conducted the attacks on all vectors to analyze the impact on data plane  and take the primitive measure against it.  We 

have consider the network resources for measuring the affects to network traffics. 

 

3.  Result Analysis: 
We are using mininet to create the test bed for measuring the attacks impact on the performance of network. Tools using for the 

experiments are iperf, hping3, scapy scripts and configuring the bridge information to conduct the attacks and measure the 

performance. Weka tool for filtration process and classification process. sFlow tool is used to asses the performance of network, 

consumption of bandwidth and impact on memory is captured. Among Nine ideology each attack are directly or indirectly 

affecting the performance of SDN. With experiment the resource consumption such as cpu utilization, memory and bandwidth is 

consumed high in flooding attack and Elephant flow attack.  

 

 

 

 

 

 

 

 

 

 

 

 

   

 

              

      Figure (4a): Flooding attack                                                                 Figure (4b): Elephant Flow 
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Figure (4c): Flow table over flow     Figure (4d): arp spoofing attack 

 

 

 

Conclusion: In this paper we have highlighted different possible attack on data plane and its impact on system performance. 

Hence this helps to prioritizing the attacks detection for maintaining the stable and efficient network connectivity.  
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