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Abstract: In today’s fast-paced world of the internet age with all the amenities and latest gadgets, the major urban cities in the world are still
struggling with trash management. Only a few countries use the recycling of wastes but most of them dump all the trash to the landfills. The
quantity of generated trash in day to day life is affecting land, water, and air which causes a serious threat to the environment.The objective
is to develop a system that can classify the trash images into their correct categories with the help of Machine learning and Deep learning
methodologies.In this work the system is going to classify the Garbage into nine categories Aluminium, Carton, Organic Waste, Other
plastics, Paper and Cardboard,Plastic, Textiles,Wood. The classification are going to be done using Decision Tree Random Forest
Classification algorithm. Extensive experiments on various real-world datasets demonstrate the effectiveness of our method.

Index Terms - Decision Tree, Random Forest, Garbage Classification.

I. Introduction:

Waste generation has expanded vastly around the world in current decades, and there are no signs and symptoms of it slowing down. By
2060, global municipal solid waste generation is anticipated to have extended by roughly 70 percentage to 3.4 billion metric tons. This is due
to a variety of factors, such as population growth, urbanization, and monetary growth, as nicely as purchaser purchasing habits. Every year,
human beings produce tens of millions of heaps of waste, and this is an increasing number of turning into a most important issue worldwide.
With such monstrous volumes of waste arising, the need for authorities to grant enough waste cure and disposal offerings has turn out to be
ever more important. However, much less than 20 percentage of waste is recycled every year, with large portions still dispatched to landfill
sites. Waste is additionally frequently disposed of at hazardous open dump sites, specifically in growing nations. Richer nations produce
extra waste than poorer countries, however generally have higher waste administration to assist deal with these issues.Machine Learning : It
is the process of making computers learn stuff by themselves. In this, a computer is expected to use algorithms and statistical models to
perform specific tasks without any instructions,Machine learning applications provide results based on past experience.Big Data: It can be
defined as a concept used to describe a large volume of data, which are both unstructured and structured , and that gets increased day by day
by any system or business.There are five innate characteristics of big data known as the “5 V’s of Big Data” which help us to better
understand the essential elements of big data.The five V’s are Velocity, Volume, Value, Variety, and Veracity.

Il. Literature Review:

The increase in Land Pollution has instigated many researchers to develop a more efficient and reliable trash classification system.
from Studying and clear observation of the previous researchers, we see that all the algorithms like KNN, CNN, SVM, etc.. perform in
different manner, A list of a few literature studies associated with this subjected are given below.

Table 1. Garbage classification research and accuracy using different machine learning algorithm.

S.no Paper Title Models/Algorithm Results

1. Deep Learning for Garbage CNN Accuracy: 94.10%
Classification Based on Visual Images

2. | A Neural Network-Based Garbage DNN Accuracy: 94.0%
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Collection management System

3. | A Novel Frame work for Trash DNN,CNN CNN: Accuracy: 94.56%
Classification DNN: Accuracy: 96%
4. A Unified Learning Framework for KNN Accuracy:93.8%

Robust Garbage Classification

I11. Proposed Methodology

Data Preprocessing

N
Feature Augmentation ﬁ{ Feature Extraction
J
Evaluation Metrics Classifier(Random
Forest)
3.1.1 Decision Tree :

In Decision Tree Algorithm, we have two nodes, the Decision Node and Leaf Node. Decision Node being used for making decisions and
erecting more multiple branches while Leaf Nodes are the output of aforementioned Decision Nodes. This Algorithm shows easy to
understand output, a tree like structure resulting in effective consortium and interrelation among datasets and can be easily understood so it is
usually associated with human thinking as it is quite easy to understand. Splitting, Pruning etc. are some keywords users should familiarize
with. As a result, they are quite easy to prepare and require less data cleaning. In the context of trash detection, the nodes are usually required
to be classified . The steps given below are few steps involved in working of this algorithm are Choosing a root node,Laying out dataset to
probe the best attribute,Splitting into subsets and producing tree nodes, which include the exceptional attributes. Repeating the procedure till
the node can’t be further categorized or split, ensuing in the best result.

3.1 Machine learning algorithm used:

3.1.2 Random Forest Classifier:

Another popular ML algorithm that falls under the supervised learning category, it is used for Classification Problems. It is one of the
more advanced learning and flexible algorithms. It makes use of multiple decision trees to form a group of trees for classification methods,
the output of this algorithm heavily relies on this simple yet multiplex and compounded method. And its robustness is seen when used it in a
large datasets.

1V. Proposed Methodology
The proposed methodology contains 4 modules they are given below

4.1 Data Preprocessing:

Data Preprocessing in Machine Learning refers to the technique of preparing the raw data to make it suitable for a building and training
Machine Learning models.Important steps in Data Preprocessing are Acquire dataset, Import Important Libraries, Image Cropping, Splitting
Dataset into Test and Train.

4.2 Feature Extraction:

Feature extraction refers to the method of remodeling data into numerical features which will be processed while preserving the
knowledge within the original data set. It yields better results than applying machine learning on to the raw data .This process includes
conversion of color images into 3D array, i.e., The array contains pixel value of an image.
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4.3 Feature Argumentation:

Feature Augmentation is a method of making certain alteration to the existing dataset and adding it to the original dataset to generate
slightly modified and multiplied data. It can take all the samples available in the dataset and modify them several times in a many different
ways to get the larger dataset.

4.4 Evaluation Metrics:
The Accuracy of this system is calculated using the formula

Accuracy = TP+TN / TP+TN+FP+FN

True Negatives : Number of outcomes that are actually negative and are predicted negative
False Positives : Number of outcomes that are actually negative but predicted positive.
True Positives : Number of outcomes that are actually positive and are predicted positive
False Negatives : Number of outcomes that are actually positive but predicted negative.

V. Experiment Results:

The work was implemented on a ryzen 5 processor(equivalent to i5 processor) with 2.30 Ghz speed, 6 GB RAM, 1 TB of HDD and all tests
and experiments on the classifiers and algorithms explained and laid out thus far in this paper have been conducted using libraries from
JUPYTER notebook, Python 3, Tensorflow and using scikit learning machine. In this study, the dataset is split in the ration of 70:30. 70%
for training and 30% for testing.

Table 2. Comparison with KNN model

S.no. Model/Algorithm Accuracy Sensitivity
1. K-Nearest Neighbour Algorithm 93.85% 89%
2. Random Forest Algorithm (Proposed System) 98.09 % 92%
5.1 Graphs:
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Fig.1. Accuracy graph of existing and proposed system
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Sensitivity Graph
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Fig.2. Sensitivity graph of existing and proposed system

V1. Conclusion:

This paper proposed a Random forest algorithm for Trash classification, The proposed system contains total of 5070 images.Referring to
Table 1,Table 2, Figure 1 and Figure 2. It can be seen that the KNN have low accuracy and sensitivity, unlike other model that is proposed.
Whereas the accuracy obtained by Random Forest Classification is 98% and its sensitivity is 92%, making it better than KNN , which have
accuracy of 96% and 89% sensitivity , Random Forest algorithm also performed better in terms of classification error, i.e, correctly classified
instances and incorrectly classified instances.Based on the study it can be concluded that Random Forest classifier performs far superior.

VII. Future Work:

In future, the system will be continuously developed to improve the effectiveness of the proposed system, and several segmentation
techniques will be applied to Pre-processing to improve the performance of Garbage classification. In addition, the number of images in each
garbage category usually unbalanced, therefore, a deep model for trash classification in imbalance scenarios would be studied.
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