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Abstract: Premature heart disease, diabetes, and cancer are examples of non-communicable diseases that are becoming a severe 

problem. Unhealthy eating habits have been linked to a variety of ailments. In this paper, we offer a recommender system that  makes 

nutritionally appropriate meal recommendations based on nutritional knowledge. Physical traits, physiological data, and other 

personal information in recent years, a number of studies have explored computer models for personalised meal recommendations 

based on nutritional information and user data. This article puts forth a general framework for daily food plan options. To produce 

recommendations for the essential food items, this system applied machine learning methods and methodologies. The K-means 

clustering and Random Forest classification methods are employed in this system. This system focuses on providing meal 

suggestions that assist the user in preserving and improving his or her health. 

 

Index Terms - Unhealthy diets, meal, nutritional, data, users, Recommendation System, K-means clustering, Random Forest. 

1. INTRODUCTION 

Nutrition is the process of obtaining the food and nutrients needed for good health and growth. We become weak, ill, and, in the 

worst-case scenario, die if we do not consume food. We miss developmental milestones and are unable to challenge our bodies on 

a daily basis with mental and physical challenges.  

A well-balanced diet is essential for good health and nutrition. It protects against chronic noncommunicable diseases such as heart 

disease, diabetes, and cancer. They are necessary for the survival of humans, plants, animals, and all other living things.  Nutrition 

recommendation systems (NRS) are one of the most common technologies used in the field of nutrition information. They are 

being studied as a potential tool for assisting users in improving their eating habits and achieving their goal of making healthier 

food choices. A recommender system can predict users' preferences for unrated goods and then recommend new items to them. 

2. RESEARCH METHODOLOGY 

2.1. PROCESS 
Food recommender systems are gaining popularity due to their importance in maintaining a healthy lifestyle. Most 

existing studies in the food domain focus on recommendations that suggest appropriate food items for individual users based on 

their preferences or health problems. In addition, recommendation features are extremely useful in the food industry. Such 

scenarios present numerous challenges for food recommender systems because the system must recommend food based on the 

height and weight of the users, which must be considered appropriately. These systems also include features for tracking 

nutritional consumption and persuading users to change their eating habits for the better. We present an overview of 

recommendation techniques for individuals and groups in the healthy food domain in this paper. Furthermore, we examine the 

current state-of-the-art in food recommender systems and discuss research challenges associated with the development of future 

food recommendation technologies. 

2.2. COLLECTION OF DATA 

 The data has specific food related information which is related to the changes in the nutrients for the human being. The data 

used is observed from the lifestyle and daily records. The data collection process is responsible for the framework to do an 

inspection of the data collected and the data that can be compared to previously obtained data. This task further leads to the next 

task which is pre-processing which is applied to normalize the dataset using normalizing techniques. This task helps in dealing 

with data collecting and balancing to make a dataset that will be based on Machine learning. 

2.3. DATA PREPARATION 

 In this study, the data preparation stage is data pre-processing that prepares raw data before the following process (clustering 

and memory-based processes) to obtain clean data. One way to data pre-processing is to reduce irrelevant attributes. 
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2.4. CLUSTERING PROCESS 

 This stage consists of two steps. The first step is to determine the number of clusters to get the optimal number of clusters 

using the Silhouette Coefficient. The second step is to group the user data using the k-means algorithm, where k is the number of 

clusters with the maximum Silhouette Coefficient value. 

2.5. PRE-PROCESSING 

 In this task, the raw data obtained is being transformed into a type of data that can be given to algorithms of Machine 

learning. Training of data is done directly on the raw material which can lead to poor results. This task is very much necessary to 

fasten the training process. Pre-processing of the data helps in solving all the issues of the dataset. 

 

3. IMPLEMENTATION 

3.1.  DATASET 

Datasets were read using Pandas. Numpy was used to convert features into NumPy, which was then used to perform the 

subsequent operations.  

We began by reading the CSV file with pandas and then converted it to a numpy array with NumPy.  

Using the K-Means Algorithm, we divided the dataset into three clusters based on calories.  

Then, for each row, we created weightlosscat, weightgaincat, and healthycat by selecting some columns from the 

nutritiondistribution.csv file and then adding respective bmicl and agecl as a separate column.  

For the Weight Loss Function, we create an X test np array with zeros of length weightlosscat, including all weightlosscat 

columns, and append bmicl & agecl by multiplying it with ti, where ti=(clbmi+agecl)/2. We now build a Random Forest classifier 

with estimator=100.Then we use a classifier to train our model fit () which is used for Dumping the weightlosscat and Trained 

model for Weight Loss Function for recommendation.  

Then, for the Weight Gain Function, we create an X test np array with zeros of length weightgaincat that includes all columns of 

weightgaincat and append bmicl & agecl by multiplying it with ti where ti=(clbmi+agecl)/2. We now build a Random Forest 

classifier with estimator=100. Then we use a classifier to train our model.fit () Dumping the weightgaincat and Trained model for 

Weight Gain Function Recommendation.  

For Healthy Function, then we make an X test np array with zeros of length healthycat, including all healthycat columns, and 

append bmicl & agecl by multiplying it with ti, where ti=(clbmi+agecl)/2.  

We now build a Random Forest classifier with estimator=100. Then we use a classifier to train our model fit () Dumping the 

healthycat and Trained model for Healthy Function recommendation 

 

3.2. WORKING PRINCIPLE 

When the "Get Recommendation" button is clicked, the frontend sends the contents of the form to "/bmi" and eventually calls 

predict () in app.py.  

Flask is being used as the backend technology. The first step is to import all the dumped files, which are 

weightloss.joblib,weightlossprediction.joblib,weightgain.joblib,weightgainprediction.joblib, healthycat.joblib, and 

healthyprediction.joblib. Flask.request.form will fill in all the required data in the form for us. [‘NameOfHTMLElement’] The 

variable "function" will contain the words "weightloss," "weightgain," or "healthy." And the task is carried out based on the value 

of the function variable.  

Considering function for "weightloss", We must again create an X test np array with zeros of length weightlosscat, including all 

weightlosscat columns, and appending bmicl & agecl by multiplying each element with ti, where ti=(clbmi+agecl)/2. Then, using 

"model loss.prdict(X test)," we will predict using the dumped trained model. As a result of the above predict method returning a 

list, our flask will send the generated list to the frontend, where we can easily traverse the list in an html page and display the 

recommended food items.  

Considering function for "weightgain", We must again create an X test np array with zeros of length weightgaincat, including all 

weightgaincat columns, and appending bmicl & agecl by multiplying each element with ti, where ti=(clbmi+agecl)/2. Then, using 

"model gain.prdict(X test)," we will predict using the dumped trained model. As a result of the above predict method returning a 

list, our flask will send the generated list to the frontend, where we can easily traverse the list in an html page and display the 

recommended food items.  

Taking function for "healthy" into account We must again create an X test np array with zeros of length healthycat, including all 

healthycat columns, and appending bmicl & agecl by multiplying each element with ti, where ti=(clbmi+agecl)/2. Then, using 

"model healthy.prdict(X test)," we will predict using the dumped trained model. As a result of the above predict method returning 

a list, our flask will send the generated list to the frontend, where we can easily traverse the list in an html page and display the 

recommended food items. 
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3.3. DETAILS OF HARDWARE AND SOFTWARE SPECIFICATIONS 

 

HARDWARE DETAILS  

 

To be used effectively, all computer software needs certain hardware components or other software resources to be present on a 

computer. These prerequisites are known as (computer) system requirements and are often used as a guideline as opposed to an 

absolute rule.  

 

Processor: - Pentium IV 2.6GHZ or above  

Ram: - 2GB or above  

Hard disk Space: - 256GB  

 
SOFTWARE DETAILS  

 

Along with the hardware used in the system, it requires some software to make a system as to run a system with the computer 

hardware. For efficient and proper working of any system, a software must be installed.  

 

Operating System: - Windows 7 or above  

Languages used are: - Html, CSS, JavaScript, Bootstrap, Python.  

Software used: Jupyter Notebook and Visual Studio Code. 

 

3.4. MODULES 

Flask: Flask is a micro web framework written in Python. It is classified as a microframework because it does not require 

tools or libraries. It has no database abstraction layer, form validation, or any other components where pre-existing third-party 

libraries provide common functions.  

 

Joblib: Joblib is a set of tools to provide lightweight pipelining in Python. In particular: transparent disk-caching of functions 

and lazy re-evaluation (memorize pattern) easy simple parallel computing.  

 

Pandas: Pandas is an open-source Python package that is most widely used for data science/data analysis 21 and machine 

learning tasks. It is built on top of another package named NumPy, which provides support for multi-dimensional arrays.  

 

NumPy: NumPy is a library for the Python programming language, adding support for large, multi-dimensional arrays and 

matrices, along with a large collection of high-level mathematical functions to operate on these arrays.  

 

Random Forest: A random forest is a meta estimator that fits several decision tree classifiers on various sub-samples of the 

dataset and uses averaging to improve the predictive accuracy and control over-fitting.  

  K-means: k-means clustering is a method of vector quantization, originally from signal processing, that aims to partition n 

observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the 

cluster 

 

4. IMPLEMENTATION METHODOLOGIES 

4.1. IMPLEMENTED ALGORITHMS 

4.1.1.1. K-MEANS 

K-means clustering algorithm computes the centroids and iterates until we it finds optimal centroid. It assumes that the 

number of clusters are already known. It is also called flat clustering algorithm. The number of clusters identified from data by 

algorithm is represented by ‘K’ in K-means.  

In this algorithm, the data points are assigned to a cluster in such a manner that the sum of the squared distance between the data 

points and centroid would be minimum. It is to be understood that less variation within the clusters will lead to more similar data 

points within same cluster.  

K-means follows Expectation-Maximization approach to solve the problem. The Expectation-step is used for assigning the data 

points to the closest cluster and the Maximization-step is used for computing the centroid of each cluster.  

While working with K-means algorithm we need to take care of the following things –  

 While working with clustering algorithms including K-Means, it is recommended to standardize the data because such 

algorithms use distance-based measurement to determine the similarity between data points.  

 Due to the iterative nature of K-Means and random initialization of centroids, K-Means may stick in a local optimum 

and may not converge to global optimum. That is why it is recommended to use different initializations of centroids.  
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Figure 1: Working of K-means 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1.1.2. RANDOM FOREST 

The concept of Random Forests was first developed by and is an Ensemble learning method. This classification technique of 

Machine Learning was constructed using Bootstrap aggregation (bagging technique) that made use of randomized features using 

subset sampling. This randomization resulted in the creation of multiple trees that is further capable to take accurate and precise 

decisions that could be combined in a single model. Each tree in a random forest learns from its superior random set of features. 

This subset of the trained data is randomly sampled with replacement. The classification of this test sample is developed using 

most votes by combining the outputs from all the models so observed. Some of the hyperparameters for constructing an RF are, 

the number of trees, and the max number of features for each split. The combined estimator is used in later stages to prevent the 

occurrence of overfitting henceforth enhancing the predictive accuracy of the model. Based on the implementation so executed, 

all the parameters are further optimized. After a set of instructions were carried out the following two hyperparameters were 

selected to be optimized:  

Total number of trees in the forest and the number of forests needs to be considered when the test split needs to be performed. 

The graph below depicts the workflow of a conventional random forest:  

Figure 2: Working of Random Forest 
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5. OUTPUT 

Figure 3: Home Page 

 

 

Figure 4: Bmi Calculation 
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Figure 5: Bmi Calculation Healthy Result 

 

 

Figure 6:  Bmi calculation Underweight Result 
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Figure 7:  Bmi Calculation Overweight Result 

 

 

Figure 8: Bmi Calculation Weight Gain Recommendation 
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Figure 9:  Food Recommendation Based on Bmi Result 

 

 

6. FUTURE SCOPE AND CONCLUSION  

In the future, we plan to expand our project to include an Android application that will recommend foods for specific diseases 

as well as a basic exercise plan and its maintenance.  

 By the end of our project, we concluded that if NRS was properly designed, implemented, and evaluated, it could be used as 

an effective tool to improve nutrition and promote a healthy lifestyle. This study can help to inform nutrition informatics 

specialists, which was required to design and develop NRS. 
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