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Abstract :  Breast cancer starts in the breast cell. It is a cancerous tumor where cancer cells grow and destroy 

nearby tissue.With the advances of computer technology, we can save a life from cancer at an earlier stage. 

Hence, we have built the software with the help of machine learning to analyze breast cells before it gets fatal. 

This project aims to use machine learning algorithms and techniques to detect breast cancer and also do the 

prediction Support Vector Machine algorithm. The Breast Cancer Wisconsin original dataset is used as a 

training set to compare the performance of the various machine learning techniques in terms of key parameters 

such as accuracy, and precision. We will perform data visualization in the form of graphs like histograms, 

boxplots and also study the correlation between each attribute. In the end, we will develop a classification 

report and confusion matrix to predict whether the dataset is benign or malignant breast cancer for every 

machine learning algorithm 

. 

Cloud Computing is a recently emerged model that is becoming popular among almost all enterprises.Cloud 

computing can also be described as the network that enables the distribution of processing, application, storage 

capabilities among many remote located computer systems. In cloud computing platforms plenty of IT 

resources are utilized and released as per the user requirement by using the internet.As the work tends to 

increase the awareness about the use of cloud computing in the medical field about storing of the data and the 

extent in using cloud computing in the medical field. This paper will provide the review of security   

research in the field of cloud usage. After research we have presented the working of AWS (Amazon Web 

Service) cloud computing to unite with Machine learning to produce amazing results in the field of medical. 

AWS is considered to be the most trusted provider of cloud computing by many users as they not only provide 

excellent cloud security but also provide excellent cloud services. Here we will summarize services provided 

by AWS that will help to choose the suitable features which will fulfill the long term requirements of the 

users. 
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I. INTRODUCTION 
 

Breast cancer is the second leading cause of female death (after lung cancer). Invasive breast cancer 

will be diagnosed in 246,660 women in the United States this year, with 40,450 women dying. Breast cancer 

is a cancer that originates in the breast and develops toward other areas of the body. When cells multiply 

uncontrollably, cancer develops. Breast cancer cells generate a lump that can be felt or seen on an x-ray. 

Breast cancer cells can spread to other parts of the body if they enter the blood or lymph system. Changes and 

mutations in DNA are among the causes of breast cancer.  

The study's objective is to identify and categorize malignant and benign individuals, as well as 

considering how to parametrize our classification. As a result, ways to achieve high precision have been 

developed. We're investigating a variety of datasets to see how Machine Learning may be applied to them. 

Breast cancer can be classified using machine learning techniques. To assess and analyze information in terms 

of efficacy and efficiency 

 

AWS(Amazon Web Service): 

 
 AWS (Amazon Web Services) is a comprehensive, evolving cloud computing platform provided by 

Amazon. There are more than 100 services comprising the Amazon Web Services portfolio, including those 

for compute, databases, infrastructure management, application development and security. One of the services 

that we have used is the Amazon EC2 instance to run our code globally. An Amazon EC2 instance is a virtual 

server in Amazon's Elastic Compute Cloud (EC2) for running applications on the Amazon Web Services 

(AWS) infrastructure. Amazon EC2 provides different instance types to enable you to choose the CPU, 

memory, storage, and networking capacity that you need to run your applications. 
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II. METHODOLOGY 
 

i. Proposed methodology: 

        

               

 

 

 

 

 

 

 

 

 

 

 
 

Firstly we take the WBCD dataset i.e.  Wisconsin Breast Cancer Dataset and then Pre-

processing the data by using discretized filter and resampling it and making a Cleaned data for further 

process, After that there is feature selection process basically this process removes the non-informative 

data from the model.  

Next there is data partition process typically this process involves partitioning of the data into 

a training set and testing set. Then we use different classification techniques with machine learning 

and finally using this classification techniques, we predicts which type of cancer patient have are 

Malignant or Benign 

 

 

Breast Cancer Dataset 

Pre-processing 

Feature Selection 

Data Partition 

Classification 

Benign Malignant 
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ii. Machine learning Algorithms Used: 
 

 

SVM (Support Vector Machine) :- 

 
 

 
 

 

It is one of the most prominent and commonly used Supervised Learning Algorithms. The end 

goal and objective of this method is to produce a decision boundary that can set apart and isolate n-

dimensional space into classes, putting them into current data points in the correct category, and this 

process is referred to as 'hyperplane'. Memory efficiency and high dimensional space are only a few 

of the advantages it has over others. It has the capacity to work with both linearly separable and non-

separable data. 

It is said that Kernel tricks, often known as generalized dot products, are a method of 

calculating the dot product of two vectors to see how much they affect each other. The possibilities of 

linearly non-separable data sets have higher probability in higher dimensions, according to Cover's 

Theorem. 

 

Let’s build support vector machine model. First we import the SVM model and create support 

vector classifier object by passing argument kernel as the linear kernel in SVC() function. 

Then, fit the model on train set using fit() and perform prediction on the test set using predict() 
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iii. Deployment of the Model in AWS(amazon Web Service) EC2 instances: 
 

1. Built the Model 

2. Exporting the Model we made using Pickle 

3. Built a Flask website to serve this model 

4. Deploy the website on AWS EC2. 

1) Create an AWS account 

2) Create an EC2 Instance 

3) Edit Security Group 

4) Download key generator(pem file) 

5) Download and install Putty and WinSCP 

6) Upload Flask website on EC2 using WinSCP 

7) Install packages on EC2 using Putty 

 

By choosing AWS EC2 instance we have deployed our Machine Learning Model on ” Breast 

Cancer Detection” on by the following procedure.Firstly, we have made our model in Jupyter 

notebook and  we have exported this model by using Pickle.Then we have built a website using 

flask to serve our model in Pycharm Application. 

Before we proceed further we had already created an AWS account.In that AWS account 

we created the service EC2 instance and we deployed our website on that AWS EC2 instance.We 

have used Security Groups to create our own security code in it.We have downloaded and 

produced Key Generation (pem file) that we have used. 

Lastly we needed a few packages more, that is Putty which is used to interact with the 

server directly and WinSCP which is used for file transfer to and from server.Then we have 

uploaded our Flask Website on Ec2 using WinSCP and packages are installed using Putty. 

 

iv. Proposed Methodology: 

 
All tests and experiments on the classifiers and algorithms described and laid out so far in this 

study were conducted using JUPYTER notebook libraries, Python 3, version 6.1.5, and scikit learning 

machine. We have divided and segregated our dataset in this study in a 70:30 ratio. Training accounts 

for 70% of the budget, while testing accounts for 30%. We chose JUPYTER because it includes a 

reputable collection of machine learning algorithms for pre-processing, clustering, classification, and 

regression that we could utilize on our dataset. 

  For deploying our ML Model on AWS EC2 we have first built our model .Then 

we have exported our model using Pickle . With the help of Pycharm IDE we have created an 

informative and Breast Cancer Predictive Flask website to serve the model. We have then deployed 

our model on AWS EC2 instances. For deploying our model basically we have made use of two 

softwares Putty and WinSCP.  
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III. RELATED WORK 
 

The main cause of breast cancer is when cells of the breast begin to grow abnormally. These cells 

divide rapidly than healthy cells then continue to accumulate, forming a lump or mass. Cells may spread 

through patients' breasts to their lymph nodes or to other parts of patients' bodies.  

Literature survey For Machine Learning: 

 

Sr 
no 

Literature 
Review 

Author Attribute
s  

ML 
Algorithms 

Accuracy Measures 

1 Using Machine 
Learning algorithms 

for breast cancer 
risk prediction and 

diagnosis  

Anusha Bharat, Pooja N 
& R Anishka Reddy 

(IEEE 2018)  

Benign and 
Malignant 

KNN, Naive 
Bayes, logistic 
regression and 
SVM (Support 

Vector Machine)  

Accuracy of 99.1% for all 
algorithms. SVM using 
Gaussian kernel is the 
most suited technique 

for recurrence/non-
recurrence prediction of 

breast cancer. 

2 Breast Cancer 
Detection Using 

Machine Learning 
Algorithms 

Shubham Sharma, 
Archit Aggarwal & 

Tanupriya Choudhury 
(IEEE 2018) 

Diagnosis, 
Radius_mea

n, 
Texture_me

an etc 

Random Forest, 
KNN (kNearest-
Neighbor) and 

Naïve Bayes 
algorithm 

94% is accuracy from 
each algorithm. KNN is 
the most effective in 
detection of breast 

cancer as it has the best 
accuracy, precision and 
F1 score over the other 

algorithms. 

3 Comparative Study 
of Machine Learning 

Algorithms for 
Breast Cancer 

Prediction 
 

Prateek P. Sengar, 
Mihir J. Gaikwad & 
Prof. Ashlesha S. N 

agdive (ICSSIT 2020) 

Perimeter, 
Smoothness

,     
Compactne

ss etc 

Logistic 
regression , 

Decision Tree 
Classifier 

a. Training Data: 75% b. 
Testing Data: 25% Here 
it can almost pinpoint 

accuracy using the 
Decision Tree Classifier 

algorithm.  

4 Improving diagnostic 
accuracy for breast 

cancer using 
prediction-based 

approaches 

Kamalpreet S. Bhangu, 
& Luxmi Sapra, 
International 

Conference on Parallel, 
Distributed and Grid 

Computing 
(PDGC,2020) 

Concavity_
mean, 

Concave 
points_mea

n, 
Symmetry_
mean etc 

KNN, Naive 
Bayes, logistic 

regression, SVM, 
XG Boost etc 

Accuracy came to be 
98%. XGBoost classifier 

with value of 0.99 
performed better 
among all of them 

5 The Machine 
Learning based 

Optimized 
Prediction Method 
for Breast Cancer 

Detection 

Nirdosh Kumar, Gaurav 
Sharma & Lava 

Bhargava, (ICECA-2020) 

Fractal 
dimension, 
Compactne

ss etc  

KNN, Naive 
Bayes, logistic 

regression, and 
SVM 

Logistic 
Regression=96.49%, 

SVM=98.24 %, 
KNN=97.20 % and Naive 
Bayes=94.74 %. Here we 
have better accuracy of 

SVM 
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Literature survey For Cloud Computing: 

 

 
 

Sr no.  Literature review  Author  Conclusion  

1.  Comparison and Analysis of Cloud 
Service Providers—AWS, Microsoft and 
Google  

Dr. Manish Saraswat 
and Dr. R.C. Tripathi 

Here the author made 
selections of vendors 
depending on business needs 
and technical requirements of 
particular companies i.e Aws, 
Azure, Gcp. 
Therefore AWS was found to be 
the best when we were looking 
for a platform with the 
broadest reliable and stable 
services when compared to 
Azure and GCP. 
 

 2.  Cloud Computing Security: Amazon  
Web service 

Saakshi Narula, Arushi 
Jain, Ms. Prachi  

Cloud Computing  provides 
many services but still they 
have problems that need to be 
solved to increase the market 
of world class technology. The 
concern is that cloud computing 
is Security around data 
protection. 

3.  A Survey on Health Care facilities by 
Cloud Computing  

Puneet Saran, Durgi 
Rajesh, Hemant 
Pamnani.  

Here the author  stated the 
traditional ways are more 
prone to hacking  because using 
the simple techniques as login 
and accessing the medical 
records by the patient or the 
doctor. They  proposed an 
implementable plan with the 
help of the best security 
providing agency in the world .  
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IV. RESULTS: 

 

1. Welcome to Breast Cancer
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2.    Predict Breast Cancer 

 

  

 

 ADVANTAGE AND DISADVANTAGE OF SUPPORT VECTOR MACHINES 

The advantages of support vector machines are: 

● Effective in high dimensional spaces. 

● Uses a subset of training points in the decision function called as support vectors and also is memory 

efficient. 

● Versatile: different Kernel functions can be specified for the decision function. Common kernels are 

provided, but it is also possible to specify custom kernels. 
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The disadvantages of support vector machines include: 

● If the number of features is much greater than the number of samples, avoid over-fitting in 

choosing Kernel functions and regularization term is vital. 

● SVMs do not directly provide probability estimates, these are calculated using an expensive five-fold 

cross-validation.  

 

V. CONCLUSION AND FUTURE SCOPE 
 

 

We proposed the implementation of breast cancer diagnosis model using two different 

machine learning algorithms, namely: SVM and KNN in Jupyter using Python Language. 

These above-given algorithms gave satisfactory results. 

In our predictions the accuracy came to be 98 percent for SVM a reasonable success of the experiment 

executed with the help of Machine Learning Algorithms.  

Performance comparison of the machine learning algorithms techniques has been carried out using 

the Wisconsin Diagnosis Breast Cancer data set. 

However, given the features according to that of this dataset, breast cancer can be predicted with 

almost pinpoint accuracy using our SVM algorithm when compared to KNN algorithm. 

Here we have also tried to store our data in cloud which will help with our implementation on 

a cloud platform for ease of usage. 

Therefore AWS was found to be the best when we were looking for a platform with the broadest 

reliable and stable services and pricing is not a major challenge when the servers are running on windows. 

The concern within cloud computing is Security around data, access and privacy protection. Cloud 

computing should be secure and robust and will mitigate the risks. 

Amazon Web Service(AWS) has an outstanding performance in cloud computing because of its 

excellent work in the area of Security of data. So building trust by providing security services was the main 

aim of choosing AWS in cloud computing. 

The most important thing is that we have proposed an implementable plan with the help of the best 

security provided by AWS which almost solves the problem of the breach in accessing the medical files by 

the patient. 

Furthermore, by taking more datasets there are higher chances of getting a better accuracy of the Breast 

Cancer Detection.
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