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Abstract—Recently, significant growth in using online-based learning stream (i.e., e-Learning systems)have been seen 

due to pandemic such as COVID-19. Forecasting student performance has become a major task as an institution is 

focusing on improving the quality of education and students’ performance. Data Mining (DM) employing Machine 

Learning (ML) techniques have been employed in the eLearning platform for analyzing student session streams and 

predicting academic performance with good effects. A recent, study shows ML-based methodologies exhibit when data 

is imbalanced. In addressing ensemble learning by combining multiple ML algorithms for choosing the best model 

according to data. However, the existing ensemble-based model doesn’t incorporate feature importance into the 

student performance prediction model; Thus, exhibits poor performance, especially for multi-label classification. In 

addressing this, this paper presents an improved ensemble learning mechanism by modifying the XGBoost algorithm, 

namely MXGB. The MXGB incorporates an effective cross-validation scheme that learns correlation among features 

more efficiently. The experiment outcome shows the proposed MXGB-a-based student performance prediction model 

achieves much better prediction accuracy contrary to the state-of-art ensemble-based student performance prediction 

model. 
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I . Introduction 

The wide usage of the Internet and the growth of information technology have impacted the way academic and industries 

learns i.e., it is moved from conventional offline mode to online mode namely the eLearning platform [1]. Especially during 

COVID-19 the pandemic period, all classes have moved to an online model, highlighting the significance of the e-Learning 

platform. However, significant challenges exist in providing reliable and accurate models to predict student performance [2]. 

Designing an effective assessment model for understanding student behavior using session streams of the eLearning platform 

will aid in improving students 'academic performance by providing personalized content. 

   Personalized content delivery for improving student performance according to individual behavior in the e-Learning 

platform is the major challenge of the current century [3]. Adaptive personalizing techniques for understanding learner 

profiles have been emphasized [4], [5]. Recently, data mining and machine learning have been used for building student 

performance prediction models. The data mining has been used for establishing useful insight from student data of the e-

Learning platform[6]as shown in Fig.1; alongside, improves decision-making performance [7] [8], [9]. Both machine learning 

[10], [11], [12] and data mining [13] methodologies are very promising in different fields such as business, and network 

security including education [14], [15], and [16]. Recently, a new field has emerged namely education data mining (EDM) 

[17] for enhancing learning style [18], understanding behavior [19], and improving student performance [20]. The EDM data 

is composed of different information [21] such as administration data, student session stream activity, and student academic 

performance data. In [22], [23] provided an EDM dataset collected from different databases and e-learning systems. Here 

different machine learning models and also an ensemble learning mechanism is constructed for predicting student 

performance during the course. The outcome shows ensemble model outperforms another model in terms of prediction 

accuracy. However, when data is imbalanced these model fails to establish feature impacting the predictive model; thus, 

provides poor classification accuracies 
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Fig.1.General design of student performance prediction through machine learning models. 

 

 

II. Literature Survey: 

This section surveys recent work to enhance student performance in platform leveraging data mining and machine learning 

models, and highlight the limitation of recent works. 

 

Author 

Name  

Methodology and 

significance 

Limitations 

Hussain 

et al., [5],  

The model focused 

on analyzing 

student session 

stream data of 

open universities 

through machine 

learning models. 

Good 

classification 

accuracy is 

achieved for the 

Open University 

dataset. 

However, when 

employing the model 

for different student 

session data these ML-

based model 

performance badly. 

Krishna 

Murthy et 

al., [8] 

Designed Student 

performance and 

risk prediction, 

risk through 

feedback 

according to 

context-based 

cognitive skill 

ranks. 

The model works only 

with prior information, 

of course, is available 

and when tested under 

a new environment 

poor classification 

accuracy is achieved 

[7] 

Moubay 

ed et al., 

[24] 

Designed Student 

engagement level 

prediction in an e-

learning platform 

employing a K-

mean clustering 

algorithm 

The model does not 

provide a good result 

when feature sizes are 

varied considering 

multiclass 

classification 
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Injadat et 

al., [22],  

Designed 

ensemble learning 

by combining 

multiple ML 

algorithms such as 

SVM, RF, NB, 

MLP, and KNN 

for predicting the 

student 

performance at 

early stages and 

halfway as shown 

in Fig. 2. 

However, exhibit poor 

result when the 

training dataset is 

imbalanced. 

Injadat et 

al.,[23],  

Modeled an 

optimized bagging 

ensemble learning 

algorithm for 

improving the 

prediction 

accuracy of 

student 

performance. 

The model fails to 

establish the feature 

impacting performance 

of the classifier. Poor 

classification is 

incurred when data is 

imbalanced. 

 

2.1 Problem Statement: The objective of this paper is to build an effective student prediction model for predicting student 

grades during the course through an ensemble-based machine learning model that works well for eLearning data. 

 

2.2 Research Motivation: Existing model construct ensemble learning by combining multiple ML models. However, these 

models are effective to address the binary classification problem and when put forth an under multi-label classification 

problem considering data imbalance, these methods exhibit poor accuracy [22],[23]. The aforementioned limitations motivate 

this research work to develop an improved student performance prediction model through improved ensemble methodology. 

 

2.3 Research significance: 

The proposed student performance prediction model employs an efficient ensemble-based predictive model through MXGB 

which works well even when data is imbalanced. 

 

The MXGB encompasses an improved cross-validation mechanism to study which feature impacts the accuracy of a student 

prediction model. 

The proposed student performance prediction model achieves better ROC performance such as accuracy, sensitivity, 

specificity, sensitivity, precision, and F-measure comparison with the state-of-art student performance prediction model. 

 

2.4 Proposed Methodology: Proposed methodology presents an effective student performance prediction through an 

improved ensemble-based ML model. First, the model briefs a detail of the ensemble algorithm namely XG Boost (XGB). 

Then, discusses the limitation of standard XGB when data is imbalanced. In addressing a modified XGB (MXGB) based 

student performance prediction model is presented. The MXGB encompasses an improved cross-validation mechanism for 

establishing features impacting the accuracy of the 

student performance prediction model. Finally, an 

ensemble-based ML is constructed for building an effective student performance predictive model. 

 

III. Organization of the module:  

In section II, Machine learning model for education data mining of student session streams. In section III, the outcome was 

achieved using the proposed MXGB-based student performance prediction model over the existing ensemble-based existing 

proposed student performance prediction model. In the last section, the significance of MXGB based student performance 

prediction model over the existing ensemble-based student performance prediction model is discussed 

 

3.1 MACHINE LEARNING MODEL FOR EDUCATION DATA MINING OF STUDENT ACADEMIC 

PERFORMANCE 

This section presents an improved machine learning model namely MXGB for education data mining of student session 

streams. The MXGB is an improvement of the standard XGB considering an effective feature selection mechanism. The 

dataset of standard EDM is defined as follows 

                          E   ={(𝑎1,𝑏1),(𝑎2,𝑏2),…,(𝑎𝑚,𝑏𝑚)} (1) 
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where 𝑗 = 1,2,3, …, 𝑚, outlines row size considered, 𝑏𝑗 ∈ {−1,1} defines 𝑗𝑡ℎrow output, and 𝑎𝑗defines 𝑛−dimension vector self-

determining features experimental of row𝑗.In general, EDM data has diverse features that are multi-dimensional. 

Nonetheless, with fewer rows 𝑚. Thus, f o r  s tu d yin g  and  designing  s tudent per fo rmance  p red iction  model �̂�, 
f o r  forecasting the real estimation of actual 𝐺 is defined as follows 

 

In this work by modifying the feature selection process during 

training XGB through minimization of the objective function an effective student performance prediction model is designed as 

shown in Fig.2. 

 

 

 
 

 

Fig.2.Proposed Machine Learning model for educational data mining of student session streams. 

 

Modified XG Boost Prediction Algorithm. 

In this work, the feature selection process of standard XGB is modified by establishing better feature importance outcomes to 

achieve an improved prediction scheme. The feature selection process is improved by optimizing the cross-validation with a 

minimal validation error. The K-fold cross-validation scheme is used for optimizing the outcome of the predictive model 

where the dataset is randomly divided into 𝐾subset of equal size. Then, for constructing the student prediction model 𝐾 − 1 is 

used and the remaining is used for optimizing the prediction error of the student prediction model. 

Lastly, the mean of the prediction error of different combinations of 𝐾 is used for optimizing the cross-validation error. After 

that, a grid of 𝑙 appropriate outcomes is obtained for obtaining optimal prediction that minimizes cross-validation error 

considering feature importance, and the student prediction model with minimal cross-validation error is chosen. The proposed 

cross-validation scheme with effective feature selection is composed of two phases. In the first phase, the main features are 

selected from feature subsets. In the second phase, the feature chosen from the first phase is utilized for constructing an 

effective student performance prediction model. The traditional single-fold cross-validation error is constructed as 
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However, the above equation doesn't identify which feature impacts the accuracy of a predictive model. In addressing this 

work an effective cross-validation with effective feature selection with high importance impacting prediction accuracy is 

modeled as follows 
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In Eq.(18), selecting ideal �̂� for optimizing the student prediction model is attained as follows 

)(minarg
)...1(




s
l

CV


   (19) 

g:𝐴→𝐵 (2) 

Load the Student Data 

Set 
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𝜎 

 

In Eq. (18), 𝑀 defines the size of the training data set considered, 𝑃(∙)defines the loss function, and �̂�−𝑘(𝑗)(∙) defines a function 

to compute coefficients. Eq.(18) is executed iteratively for constructing the best student performance prediction model (i.e., its 

optimization of training error is done in the first phase, and the parameter is passed onto the second phase to understand and 

update the feature importance characteristic into the predictive model. 

The optimization process to obtain effective features is obtained through the minimization process of objective function 

employing gradient decent mechanism. The effective feature is selected employing ranking method𝑟(∙)for constructing a 

student performance prediction model through the following equation 

 selectednotisnif

njelpredictionoptimalasselectedisnif
j

j
ar ,....3,2,1mod

0

1)( 
                                                           (20)

 

The feature subset is constructed as follows 

Fs = {r(n1), r(n2),……..r(nn)}   (21) 

The ideal feature with a maximum score considering varied K-fold instances is obtained as follows 

 

Fsk = {r(n1), r(n2),……..r(nn)}   (22) 

 

Then compute the number of occurrences, the particular feature is selected for K feature subsets having a maximum score, and 

the final feature subset is obtained as follows 

Fsfinal = {fs (n1), fs(n2),…….. fs(nn)}   (23) 

Where fs(*) depicts a case when where the nth feature is selected or not and mathematically represented as follows 
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The aforementioned equation is used for the generation of a subset of n' selected features, where nth describe how many time a 

feature is selected. The EDM training data utilized is a subset through selected features for building an effective student 

prediction model. To reduce randomness during the training process, K-folds are built by iterating S several times in the first 

phase. In the second phase, for reducing variance subset of features is selected. Therefore, the proposed MXGB-based student 

performance prediction model significantly improves overall prediction accuracy in comparison with state-of-art ML-based 

student performance prediction schemes. 

  

IV. RESULT AND DISCUSSION  

In this section, student performance prediction using the proposed MXGB and other existing ML-based student prediction 

methods are studied [22]. The eLearning dataset from [22] is used for performance analysis. The selection of the dataset is 

based on a comparison paper [22]. The model is a machine learning model for performing student performance prediction 

implemented using the python 3 frameworks. The ROC performance metrics such as accuracy, sensitivity, specificity, 

precision, and F-measure are used for validating the student performance prediction model. The accuracy is computed as 

follows 

 

FNTNFPTP

TNTP
Accuracy




    (25) 

where 𝑇𝑃 defines true positive, 𝐹𝑃 defines false positive, 𝑇𝑁 defines true negative, and 𝐹𝑁 defines false negative. The 

sensitivity is computed as follows 

FNTP

TP
ySensitivit


    (26) 

The Specificity is computed as follows 

FPTN

TN
ySpecificit


     (27) 

The Precision is computed as follows 

FPTP

TP
ecision


Pr     (28) 

The F-Measure is computed as follows 

ySensitivitxecisionPr

ySensitivitxecisionPrx2
measureF  (29) 

 

Predictive Model Performance Evaluation: 

In this section different ML-based student performance prediction model in terms of specificity and sensitivity is studied. 

http://www.jetir.org/


© 2023 JETIR February 2023, Volume 10, Issue 2                                                                 www.jetir.org (ISSN-2349-5162) 

JETIR2302289 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org c689 
 

Figures 3 and 4 show specificity and sensitivity outcomes achieved using different student performance prediction models 

such as RF-based, LR-based, Ensemble-based, XGB-based and proposed MXGB-based. 

  

 
Fig 3. Specificity Performance of different ML Algorithms for predicting student performance 

 
Fig 4. Sensitivity Performance of different ML Algorithms for predicting student performance 

 

Table 1. Comparison of different algorithms with Metrics used. 

 

Metrics Algorithms Used 

RF LR Ensemble XGB MXGB 

Specificity 0.875 0.75 0.857 0.85 0.946 

Sensitivity 1 0.857 0.857 0.9449 1 

 

Further, performance is validated considering different ROC metrics such as specificity, recall, accuracy, precision, and F-

measure using a different predictive model as shown in Fig.4. From Fig.4 we can see that the MXGB-based predictive model 

achieves much better performance in comparison with XGB and Ensemble-based predictive model. 

 
 

Fig 5. ROC Performance of different ML based Algorithms for student performance Prediction Model.  

 

Table 2. Classification Performance Comparison of different algorithms with Metrics used  

 

Metrics Algorithm Used 

Ensemble XGB MXGB 

Specificity 0.85 0.84 0.964 

Accuracy 0.38 0.94 0.98 

Sensitivity 0.857 0.95 1 
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Precision 0.84 0.97 0.99 

F Measure 0.84 0.95 0.99 

 

 

V. Conclusion and Future Work 

Predicting the academic performance of a student is a challenging task in an e-Learning Platform. Consider this scenario, 

various Machine Learning algorithms have been used to predict the academic performance of a student to achieve improved 

prediction outcomes. However, these models tend to achieve higher accuracy to specific student data and when adapted to 

new data they exhibit poor performance. In addressing such issues recent work has used an ensemble-based ML model for 

choosing the best model to perform prediction tasks. However, when data is imbalanced existing ensemble-based models 

exhibit poor performance. This paper presented an efficient ensemble machine learning model by modifying XGB that works 

well even when training data is imbalanced. Here an effective cross-validation scheme is presented to identify which feature 

impacts the accuracy of a prediction model. The cross-validation scheme employs an effective feature ranking mechanism to 

improve prediction accuracy by optimizing the prediction error. The proposed MXGB model significantly improves accuracy, 

sensitivity, specificity, precision, and F-measure performance in comparison with RF-based, LR-based, ensemble-based, and 

XGB-based student performance prediction models. Further, future work can be done if the MXGB model would be tested 

using a more diverse dataset. 
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