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Abstract:  Cyber security primarily protects the hardware, software, and data in a system with an active internet connection from 

outside attacks. Organizations primarily use cyber security to protect their databases and systems from unauthorized access. These 

security issues are caused by various types of attacks such as phishing, spear-phishing, a drive-by attack, a password attack, denial 

of service, and so on. We analyzed and reviewed the use of deep learning algorithms for cyber security applications in this survey. 

Because data are so important in Deep Learning (DL) methods, we describe some of the most commonly used network datasets in 

DL, discuss the challenges of using DL for cyber security, and make recommendations for future research.  

 

IndexTerms – cyber-attacks, cyber security applications, deep Learning, machine learning, open-source datasets, real-time 
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I. INTRODUCTION 

Cloud computing [1], big data [2], the Internet of Things, and the growth of software-based networks are all driving rapid growth 

in cyberspace. Cyber security is a common issue in cyberspace. Cyber security is a method of protecting systems, applications, 

and networks from cyber-attacks. The attackers' primary goal in carrying out these attacks is to modify/access confidential 

information, launder money from users, and disrupt normal business operations. The large number of devices connected to the 

network and the novel attacks carried out by hackers are the challenges associated with implementing cyber security policies on 

organizations. Tools such as intrusion detection systems, firewalls, scanners, and antivirus software, among others, are used to 

prevent various types of attacks. Devices connected to the network are frequently subjected to a variety of attacks. The internet 

allows networks to communicate with one another and allows hardware, intelligence, software, information, and data to be 

exchanged. As a result, computer networks are extremely vulnerable to malware and other cyber security threats. The attackers 

are skilled at tracing data from cyberspace [3]. The massive amount of data and confidential information is protected by cyber 

security, and any attacks are automatically reported to the entire organisation. Furthermore, data science concepts applied to cyber 

security are used to classify anomalous detection characteristics, event correlation, and pattern identification. Because of their 

limited battery power, mobility, and energy consumption, mobile devices cannot be protected by an Intrusion Detection System 

(IDS). With the help of machine learning algorithms, a protective shield can be built to safeguard applications using cyber 

security [4-8]. When processing large amounts of data and providing security, modern computer systems add computational 

complexity. This obstacle can be overcome by incorporating Artificial Intelligence (AI) techniques [9]. Artificial intelligence 

refers to the rapid development of computer-based research, methods, and applications to replicate human intelligence (AI). AI 

techniques can quickly identify malware in an application and take appropriate action. It is also used to process the massive 

amounts of data generated by users on a daily basis. To identify these attacks, machine learning (ML) with increased amounts of 

security detection software, encoding, and thread extraction characteristics are required [10]. However, the deep learning concept 

is more effective. Deep learning is one of the most powerful machine learning techniques enabled by AI, and this study focuses 

on it. Deep learning techniques can process a large amount of information in cyber security datasets efficiently while resist ing 

attacks [11]. As a result, many researchers focused on cyber security issues using deep learning concepts [12].These researchers 

[13-20] proposed a thorough examination of existing cyber security applications using deep learning techniques. These studies 

were primarily conducted to encourage various researchers working in the same field to improve the security of various 

organizations vulnerable to various potential attacks. However, these articles did not cover the wide range of cyber security 

datasets used, as well as the flaws in these deep learning techniques. As a result, the primary goal of this work is to present a 

bibliometric analysis of the deep learning approach used for detecting potential cyber security threats. A comparative analysis is 

then performed to review the various attacks encountered, the various platforms used, datasets, and learning models developed by 

various researchers in the field of cyber security using Deep Learning. This survey also addresses existing research challenges, 

open issues, and future research directions. 
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II. DL ALGORITHMS FOR CYBER SECURITY  

 

Machine learning is a technique in which the system is taught to distinguish between good and bad files. A machine must first be 

trained with a set of features extracted from benign and malicious samples. Deep learning is a subset of machine learning, also 

known as deep neural networks (DNNs) [3]. Deep learning is a type of modern ML that can take raw inputs and learn the optimal 

feature representation implicitly. In numerous long-standing supervised and unsupervised artificial intelligence tasks such as 

natural language processing (NLP), image processing, speech recognition, and many others [3], deep learning architectures have 

produced remarkable results. Optimization and parallel and distributed computing technologies have made it possible to train 

large amounts of data in recent years. The way the brain works serves as inspiration for deep learning. Particularly, deep learning 

architectures are able to adjust the meaning of the data whenever it encounters new data and comprehend the meaning of large 

amounts of data. As a result, it does not require assistance from domain experts to comprehend the significance of new input. By 

passing information to multiple hidden layers, deep learning can learn hierarchical feature representation, which is a benefit. 

Deep learning architectures must be applied to cyber security to improve cyber-attack and malware detection rates [4-19]. Cyber 

security use cases for intrusion detection, traffic analysis, and Android malware detection are taken into consideration in this 

work. Both traditional machine learning algorithms and deep learning architectures are thoroughly evaluated in intrusion 

detection. Deep learning architectures are used for traffic analysis and Android malware detection. Compared to traditional 

machine learning algorithms, deep learning architectures have the added advantage of being able to analyze security artifacts' 

large amounts of data. The best parameters determine the best performance for both traditional machine learning algorithms and 

deep learning architectures, which are both parameterized. In recent days, finding the best parameters for deep learning has 

remained a significant challenge. 

Table 1 Classification of DL based on the cyber security attacks 

Deep Learning Algorithms for Cyber security 

Convolutional 

Neural Network 

(CNN) 

Auto encoder   

(AE) 

Deep Belief 

Network  

(DBN) 

Recurrent Neural 

Network              

(RNN) 

Generative 

Adversarial  
Network            

(GAN) 

Deep 

Reinforcement 

Learning 

(DRL) 

1. Single CNN 

2. Multi-CNN 

3. Variants of CNN 

4. Acoustic model 

of CNN 

5. Limited weight 

sharing of CNN 

6. Cyber security 

applications 

using CNN 

1. Stacked Auto 

Encoder (SAE) 

2. Denoising Auto 

Encoder (DAE) 

3. Variational Auto 

Encoder (VAE) 

1. Deep 

Boltzmann 

Machine 

(DBM) 

2. Restricted 

Boltzmann 

Machine 

(RBM) 

3. Deep 

Restricted 

Boltzmann 

Machine 

(DRBM) 

1. Bidirectional 

RNN (BRNN 

2. Long Short 

Term Memory 

(LSTM) 

3. Acoustic model 

of RNN 

(ACNN) 

4. Gated Recurrent 

Unit (GRU). 

1. Generative 

modelling 

(GM), 

2. Discriminative 

modelling 

(DM) 

 

1. Multi-task 

reinforceme

nt (MTR) 

2. Multi-agent 

reinforceme

nt (MAR) 

3. Asynchrono

us 

reinforceme

nt (AR) 

4. Q-learning 

Reinforceme

nt (QR) 

 

 

Table 1 depicts the classification of deep learning algorithms based on cyber security attacks. DL is a new area of study in 

machine learning. Its motivation is to build a neural network that mimics the human brain for analytical learning. It uses a 

mechanism similar to the human brain to interpret data such as images, sounds, and texts [79]. Hinton [80] proposed the concept 

of deep learning (DL) based on the deep belief network (DBN), in which an unsupervised greedy layer-by-layer training 

algorithm is proposed that provides hope for solving the deep structure optimization problem. 

Then, a multi-layer automatic encoder's deep framework is suggested. Furthermore, LeCun et al. [81] proposed the first true 

multilayer structure learning algorithm that uses a space relative relationship to reduce the number of parameters to improve 

training performance. DL is a machine-learning method based on data learning characterization. An analysis, such as an image, 

can be expressed in a number of ways, such as as a vector of each pixel intensity value, or more abstractly as a series of edges, a 

region of a specific shape, or something similar. Utilizing specific representations makes it easier to learn tasks from examples. 

DL methods, like ML methods, include supervised and unsupervised learning. Different learning frameworks result in very 

different learning models. The advantage of DL is the use of unsupervised or semi-supervised feature learning and hierarchical 

feature extraction to efficiently replace features manually [82]. 

III. LITERATURE SURVEY 

The cyber security system is employed to identify various types of attacks using the deep learning method, as mentioned in this 

survey. We chose a deep learning-based cyber security attack detection concept for this survey. 

Kravchik et al. [21] used 1-Dimensional CNN to investigate the various types of cyber-attacks kept in Industrial Control Systems. 

Their suggested technique successfully identified 31 different types of cyber-attacks out of 36 in the dataset using convolutional 

and recurrent neural networks. They applied the Secure Water Treatment (SWaT) dataset to the GoogleTensorflow framework 

platform. However, this technique has poor interpretability and fails to detect the other five-types of cyber-attacks that are present. 

Mimura et al [22] developed a generic detection method that is free of attack methods and feature vectors. The primary goal of 

this technique is to identify adversary communication from proxy server logs. With F-measure values of 0.98 and 0.99, it 

identifies two attacks: command and control traffic and an unfamiliar drive-by download attack. 
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Vinayakumar et al. [23] classified cyber-attacks into two levels: network and host. When designing the Intrusion Detection 

System, they concentrated on dynamic malicious attacks and large datasets (IDS). However, this technique had a high 

computational cost. 

Vasan et al. [24] introduced an image-based malware classification CNN approach. This method can detect various types of 

malware and classify them based on their family. An augmentation technique is used to overcome the data variance challenge in 

this case. This method has a slightly higher run time overhead. 

Li et al. [25] demonstrated an anti-steganalysis method based on CNN for detecting malware in images. They concentrated on the 

evolutionary algorithm attack based on the Least Significant Bi and the gradient-based attack. It demonstrates significant ways to 

undermine steganalysis and the neural network's weakness. 

Meira et al. [26] have used unsupervised model of learning to identify unfamiliar attacks using anomaly-based intrusion detection 

systems. This technique outperforms and is suitable for IDS, but it has a high false positive rate. NSL-KDD datasets are utilized 

in the experiments, and Python software is employed for implementation. 

Thing et al [27] concentrated on IEEE 802.11 security and identified novel threats and attacks conducted on it. They used an 

unsupervised Deep Learning Approach to identify and classify the anomalies. The AWID-CLS dataset was used, and the 

approach was implemented. Even though the classification performance is accurate, the computational cost is high. 

Martin et al. [28] introduced an IDS system that uses a conditional variational autoencoder to detect malicious labels within the 

decoder layer. It is capable of producing effective feature reconstruction and producing better classification results. This 

approach, however, produced lower classification results. It's built into the OMNET platform with an STL-10 dataset. 

Diro et al [29] recognised cyber-attacks occurring in the Internet of Things environment, with a concentrate on zero-day attacks. 

They used hidden patterns in the training data to distinguish between malicious and normal traffic. The experiments are carried 

out with JAVA software, and the detection process is centralised but not suitable for analysing large amounts of data. 

Bo Du et al [30] has proposed auto-encoders with stacked convolutional denoising for feature representation The supervised 

technique improves classification outcomes but is not suitable for maximising other stages. The NSL-KDD dataset is executed 

using the Python platform. 

Guifang Liu et al, A deep neural network (DNN) based on stacked auto-encoders for diagnosing gearbox faults. The author 

employed the unsupervised learning process. This approach seems to be more scalable and adaptable, but it is not suited to large-

scale experiments. The effectiveness of their proposed concept is evaluated using gearbox datasets and executed in the C++ 

programming language. 

Skopik et al [32] revealed that information sharing between two organisations must be secured to prevent any future network 

attacks. Although it provides secure sharing of information, it is expensive and can only be deployed in critical infrastructures. 

H. Zhang, et al [33] has proposed a network attack detection system that is both real-time and ubiquitous, based on deep belief 

networks and support vector machines. They have investigated the DBNB and support Vector Machine powered network IDS 

system. 

Balakrishnan et al [34] invented an Intelligent IDS based on DBN to combat critical cyber-attacks inside the IoT environment. 

The primary objective of this approach is to detect the adversary's activity within the network once they cross the border. When 

trained on the MNIST dataset, this framework can precisely identify the data injection attacks. This model, however, had a high 

computational cost and a low accuracy. 

Thamilarasu et al [35] also recommended intelligent intrusion detection systems for IoT systems that use deep learning algorithms 

to detect malicious traffic. With a larger bandwidth, this technique is more efficient and feasible. NSL-KDD is the dataset used, 

and it is executed in MATLAB. The researcher used the NSL-KDD, MNIST, and Kyoto datasets for the unsupervised deep 

learning process and successfully predicted denial of service and overflow attacks. Despite the fact that this technique provides 

high accuracy, complex hardware implementation is required. 

Nabil et al. [36] had to use a deep feed-forward neural network and a recurrent neural network to recognise consumers who 

review false electricity usage. This is most common in the Advanced Metering Infrastructure (AMI), and it is also referred to as 

an electricity theft cyber-attack. To detect contamination attacks, this approach is implemented in real-time detectors that use the 

Python platform. 

Venkatraman et al [37] suggested a hybrid deep learning architecture for malware detection in images. The primary goal is to 

detect suspicious behaviour using the various hybrid architectures. For malware detection, the Malimg, VirusSign, and 

VirusShare datasets are used, and the procedure is implemented in both Java and Python. In this method, the outputs are 

frequently misclassified. 

Z. Lipton et al[38] has carried the critical review on recurrent neural networks for sequence learning and employs a supervised 

model with parallel computation but few translation and encoding operations. For training, the C++ language programme is used 

in conjunction with the COCO dataset. 

H.Young et al [39] has investigated on Recent trends in the DL based natural language processing. The unsupervised learning 

model with the SST dataset is implemented using JAVA software. This method includes a Better forward procedure and is 

difficult to apply to large amounts of data. Salehinejad et al. [95] proposed a supervised model using the BABL dataset and the 

OMNET platforms. It is the simplest and most adaptable method, but it takes more time during weight transfer.  

V. Mnih et al [40] has proposed the deep reinforcement learning based on Asynchronous methods. They demonstrated an 

unsupervised learning process using the CIFAR-10 dataset and JAVA software. This method is appropriate for detecting 

asynchronous demon attacks using a slower training speed. 

Allen et al. [41] suggested a Monte Carlo Bayesian Reinforcement learning method to shorten the median estimated learning time 

and also provide faster learning. The cost of system implementation is especially high per host, as is the cost of identifying current 

threats in the system. The dataset is made up of malicious emails, and the system is built on a LINUX platform. 

Nguyen et al [42] conducted a review of the widely used Deep Reinforcement Learning (DRL) models for detecting cyber-attacks 

in the system. The DRL technique is commonly used to solve dynamic, intricate, and multidimensional security problems with 

limited communication. 

Ferdowsi et al. [43] introduced a DRL algorithm for autonomous vehicles to safeguard it from the cyber–physical attacks. 

Between the adversary and the Autonomous vehicle, a game theory model is created. In this case, the adversary injects malicious 
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data into the sensor of the autonomous vehicle, altering the optimal spacing and causing accidents. This system protects against 

such an attack by reducing the adversaries' spacing deviation. 

Yu et al. [44] utilised DRL to combat real-time attacks such as illegal woodcutting, poaching, and overfishing. The attacker is 

identified by using the deep Q network and the real-time information obtained. Obtaining the illegal member's footprints yields 

real-time information. 

Radford et al. [45] introduced a Deep CNN-GAN pair to identify the set of malicious images. The unsupervised learning models 

have a hierarchical representation with noises that occur throughout a denial attack. The CIFAR-10 datasets are implemented on 

the Matlab environment. It has a hierarchical representation with noises that occur during overlap. 

Z. Katzir et al[46], has investigated the resilience of ML classifiers used in cyber security are being quantified. Malwr is a 

supervised learning model for malware detection using dynamic analysis and an up-to-date dataset. As a result, it provides 

empirical and classified evidence but is unsuitable for a variety of tasks. Using this method, the partitioned attack is effectively 

detected. 

Lin et al. [47] proposed an IDS-based GAN network that can generate adversarial attacks in order to compromise the IDS. The 

attack was a type of black-box attack. NSL-KDD is the dataset used, and it is executed on the LINUX platform. This technique is 

extremely resistant to various types of attacks and has a high computational complexity. 

Chhetri et al. [48] proposed a GAN security model to combat cross-domain attacks in the cyber-physical framework. Complex 

security identification ensures maximum availability and integrity performance. The most common large-scale attacks that harms 

cyber security is the botnet attack. 

Yin et al. [49] introduced a Botnet-based GAN (bot-GAN) to detect new botnets and overcome malicious attacks. The process is 

scalable and improves botnet detection, but it never takes into account payload information. The ISCX Botnet dataset is being 

used, and the framework is built with JAVA software. 

 

IV. CYBER SECURITY DATASETS  

Currently, data is collected by various research groups for their own analysis as well as for distribution to community repositories 

[50]. Existing datasets have flaws such as outdated data, redundant information, and an unbalanced number of categories. 

Although the data can be improved after processing, there is a problem with insufficient data volume. As a result, establishing 

network intrusion detection datasets with large amounts of data, broad-type coverage, and balanced sample numbers of attack 

categories becomes a top priority in the field of intrusion. Machine learning/DL and artificial intelligence research are used to 

explain the following security-related datasets. 

 KDD Cup 1999 Dataset: The data collected from MIT Lincoln Labs includes BSM list files, tcpdump, and KDD Cup 

1999 [50]. This dataset includes data from the DARPA'98 IDS evaluation programme [51]. This dataset is also used as 

benchmark data for assessing intrusion detection systems. KDD'99 [50] is one of the well-known data sets for evaluating 

the performance of anomaly detection methods. Various researchers are currently using the KDD dataset [52, 53-55]. 

 NSL-KDD: NSL-KDD is an advanced form of the KDD-Cup-99 challenge data set provided by [56]. One method was to 

completely remove KDD-duplicate Cup-99's connection records in order to protect the classifier from a biassed state 

during training. Furthermore, the invalid records 136,489 and 136,497 were removed. The second step was to choose 

various types of connection records in order to effectively detect attacks during testing. The third attempted to reduce the 

rate of false detection by balancing the number of connection records between training and testing.This was still an 

effective data set for detecting misuse or anomalies. The data set, while not suitable for real-time network intrusion 

detection, can be used to effectively benchmark the newly introduced classifiers. The NSL-KDD data set[57] is superior 

to the KDD-Cup-99 data set, and it contains more 'DoS,' 'normal,' 'Probe,' and 'R2L' connection records. As a result, the 

machine learning classifier prioritises these data [58]. 

 ISOT (Information Security and Object Technology) Dataset: The ISOT dataset is composed of openly available 

botnets and normal datasets totaling 1,675,424 total traffic flows. The malicious traffic in ISOT was obtained from the 

French chapter of the honeynet project, which included the Storm and Waledac botnets [50, 59, 60, 61]. 

 HTTP CSIC 2010 Dataset: Large number of web requests generated automatically and developed at the Information 

Security Institute of CSIC (Spanish Research National Council) is referred to as the HTTP CSIC 2010 dataset [50]. This 

dataset can be used to test web attack protection systems. The above data is composed of nearly 6,000 normal requests 

and over 25,000 anomalous requests. Furthermore, HTTP requests are classified as abnormal or normal [50]. This 

dataset is used to successfully detect web pages in [62-64]. 

 CTU-13 (Czech Technical University) Dataset: The CTU-13 (Czech Technical University) dataset is a collection of 13 

different malware seizures in a nonfictional network environment. The goal of this dataset is to collect real mixed botnet 

traffic. Keeping the preceding in mind, normal traffic is generated by verified normal hosts, whereas botnet traffic is 

generated by infected hosts [50]. One of the advantages of using this dataset is that it is a carefully labelled dataset that 

captures procedures performed in a controlled environment [65, 66, 67, 68]. 

 UNSW-NB15 Dataset:  The UNSW-NB15 Dataset was reportedly generated by the IXIA Perfect Storm tool in the 

Australian Centre for Cyber Security's (ACCS) Cyber Range Lab [50]. This dataset contains nearly an hour of 

anonymized traffic traces from a DDoS attack in 2007 [69, 70-75]. Fuzzers, Backdoors, Analysis, Exploits, DoS, 

Reconnaissance, Generic, Worms, and Shellcode are included in this dataset [50]. 

 ADFA DATASET: The ADFA data set is a collection of data sets from the Australian Defence Academy (ADFA) [76] 

that are widely used in the testing of intrusion detection products. Various system calls in the dataset have been 

characterised and labelled for the type of attack. The data set contains two operating systems, Linux (ADFA-LD) and 

Windows (ADFA-WD) that also record the order of system calls. In the case of ADFA-LD, it keeps a record of the 

operating system's invocation for a set period of time. 

 

Drawbacks of KDD-Cup-99 

A detailed report on the major shortcomings of the KDD-Cup-99 challenge data is provided in [56]. The most common and well-

known issue raised by many authors is that the data set does not accurately represent real-world network traffic. Despite harsh 
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criticism, KDD-Cup-99 is used in many research studies to understand and know the effectiveness of various machine learning 

classifiers. Tavallaee et al. [56] performed a detailed analysis of tcpdump data and reported non-uniformity and simulated 

artefacts in the KDD-Cup-99 challenge data set.They tried to enhance the network anomaly detection performance using the 

KDD-Cup-99 and mixed KDD-Cup-99. They discovered that network attributes such as remote client address, TTL, TCP options, 

and TCP window are extremely small in KDDCup- 99 data compared to real-world network traffic data. Because KDD-Cup-99 is 

a subset of KDD-Cup-98, it continues to suffer from the exact same issues as KDD-Cup-98. 

Tavallaee et al.'s report [ 56] have briefly discussed the low frequency of attacks as the reason for the decreased performance 

when attacking network connections; U2R and R2L categories. They reported the factors that contributed to their superior 

performance in classifying attacks into either the "R2L" or "U2R" categories. 

However, a higher detection rate may be achieved by incorporating a few connection records belonging to the "R2L" and "U2R" 

categories into the existing KDD-Cup-99. However, they remained as a statement because they were unable to demonstrate the 

performance of the machine learning classifier on mixed data through experiments. The "snmpgetattack" that was reported in [56] 

shares similarities with attacks against "R2L" and normal connection records. As a result, the machine learning classifier fails to 

correctly classify the "snmpgetattack" category into the normal and "R2L" categories. 

DARPA/KDD-Cup-98 initially failed to demonstrate the performance of classical IDS. Brugger and Chow [77] used 

DARPA/KDD-Cup-99 tcpdump traces as input data to evaluate Snort IDS's performance to address this issue. The framework 

brings about an extremely terrible showing for the assaults has a place with 'DoS' and 'Test' classification, predominantly because 

of the framework have taken on the decent signature sets as an instrument. The Snort system has demonstrated excellent 

performance in the "R2L" and "U2R" attacks categories, in contrast to high frequency attacks like "DoS" and "Probe"[78]. 

However many issues exists in KDD-Cup-99 test dataset, still generally been utilized for benchmarking the different AI classifier 

to arrange ID. Researchers [56] introduced NSL-KDD, a more refined version of the KDDCup-99 data set, to address the inherent 

issue. They constructed NSL-KDD by completely eliminating the connection records in indexes 136,489 and 136,498, as well as 

the redundant records in the train and test connection records. This prevents the classifier from being biased against connection 

records that appear frequently. Microsoft, Malimg, and various open-source datasets must be utilized. Due to privacy concerns in 

network traffic, there is very little open source data available for evaluating the effectiveness of various machine learning 

classifiers for N-IDS (network-based intrusion detection system). We must use the DARPA/KDD-Cup-99 challenge, a refined 

version of the KDD-Cup-99 challenge, as a benchmark for the effectiveness of deep learning algorithms; NSLKDD and the most 

recent data set of intrusions; UNSWNB-15 

 

V. CYBER SECURITY CHALLENGES  

Cyberspace has become an essential component of all aspects of modern life. The world's daily lives are becoming increasingly 

dependent on the internet. The risk of malicious threats has also increased as a result of the growing reliance on the internet. 

Cyber security has become the most important aspect of the cyber world in the fight against all cyber threats, attacks, and frauds 

because of the growing risks to cyber security. The expanding cyberspace is very vulnerable to the ever-increasing possibility of 

being attacked by cyber threats that never end. Cyber security is now the most important part of the country's overall strategies for 

economic and national security. In India, there are such countless difficulties connected with network protection. With the 

increment of the digital assaults, each association needs a security investigator who ensures that their framework is gotten. These 

security analysts face numerous cyber-security challenges, such as protecting private organization servers and government 

organizations' confidential data. The following is a list of recent significant challenges affecting cyber security: 

 Ransomware Evolution 

Ransomware is a kind of malware that locks the data on a victim's computer and demands payment before the ransomed data is 

unlocked. The victim's access rights were restored after a successful payment. Ransomware is the bane of cyber-security 

professionals, data professionals, IT professionals, and executives. Ransomware attacks are becoming more common in 

cybercrime. To protect their organisation, IT professionals and business leaders must have a strong recovery strategy against 

malware attacks. It entails careful planning to recover corporate and customer data and applications, as well as reporting any 

breaches in accordance with the Notifiable Data Breaches scheme. Today's DRaaS solutions offer the best protection against 

ransomware attacks. We can use DRaaS solutions to automatically backup our files, easily identify which backup is clean, and 

initiate a fail-over with the click of a button when malicious attacks corrupt our data. 

 

 Blockchain Revolution 

The most significant innovation in the modern era of computing is blockchain technology. We now have a truly native digital 

medium for peer-to-peer value exchange for the first time in human history. Cryptocurrencies like Bitcoin are made possible by a 

technology called the blockchain. The blockchain is a vast global platform that lets two or more people do business or conduct 

transactions without having to trust a third party. The cyber-security benefits that blockchain would provide are difficult to 

predict. Blockchain is something that cyber security experts can educated guess about. As blockchain's application and utility in 

digital protection arise, there will be a sound strain, however there will likewise be reciprocal mixes with laid out, customary 

network safety techniques. 

 Internet of Things Threats 

An interconnected network of physical devices that can be accessed via the internet is known as the Internet of Things (IoT). The 

physical devices that are connected have a unique identifier (UID) and can transfer data over a network without the need for 

human-to-human or computer-to-computer interaction. Consumers and businesses are particularly vulnerable to cyberattacks due 

to the firmware and software running on IoT devices. 

When IoT devices were designed, their commercial and cyber-security applications were not taken into account. So every 

association needs to work with network protection experts to guarantee the security of their secret key strategies, meeting taking 

care of, client confirmation, multifaceted validation, and security conventions to help in dealing with the risk. 
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  Artificial intelligence Expansion 

John McCarthy, the inventor of artificial intelligence, defined AI as " Making intelligent machines, particularly intelligent 

computer programs, is a field of science and engineering. The development of intelligent machines that function and behave like 

humans is the focus of this subfield of computer science. Speech recognition, learning, planning, problem-solving, and other 

related activities are among them. Our cyber-security strategy greatly benefits from AI's ability to mitigate the impact of an attack 

by protecting and defending an environment as soon as it begins. When a threat has an impact on a business, AI takes immediate 

action to defend against it. IT business pioneers and network safety technique groups consider man-made intelligence as a future 

defensive control that will permit our business to remain in front of the digital protection innovation bend. 

 Server less Apps Vulnerability 

An application that relies on third-party cloud infrastructure or a back-end service like Google Cloud Function or Amazon Web 

Services (AWS) Lambda, among others, is known as server less architecture and apps. Because users access the application 

locally or off-server on their device, server-less applications make it easier for cyber attackers to spread threats on their system. 

As a result, when using a server-less application, it is up to the user to take security precautions. Our data is still accessible to the 

attackers despite the servers' absence of apps. The server-less application is useless if an attacker exploits a vulnerability, such as 

a compromised insider or leaked credentials, to gain access to our data. We can use the application that gives us the best chance of 

defeating cybercriminals to run software. The server less applications are normally little in size. It makes it easier and faster for 

developers to launch their applications. They need not be concerned about the infrastructure underneath. Server-less applications 

include, but are not limited to, web services and data processing tools. 

VI. OPEN ISSUES AND FUTURE RESEARCH DIRECTION  

Based on previous research, it is clear that an effective deep learning method for security attack detection has been investigated 

and designed. Each performance result, such as accuracy, precision, recall, sensitivity, specificity, and acuteness, is best and 

widely accepted; however, it contains a few complications due to their method, platform, algorithms, and so on. So many studies 

have been conducted in order to successfully resolve these issues, and a few of the research gaps and future work identified are as 

follows. 

 According to the literature, no research has been conducted on the detection and classification of network intrusions 

based on the type of attacks used and the classes to which they belong. 

Future work: There is a need for research into intrusion detection and classification, as well as the types and classes of 

attacks. In addition, DL techniques must be tested against a variety of other cyber-security threats. 

 It is also clear that the deep learning methodology designed to solve cyber security problems is solely focused on 

malware detection. To identify a broad range of attack vectors, the deep learning model should be combined with 

multiple machine learning methodologies and encryption algorithms. 

Future work: To improve performance, multiple deep learning models may be employed in parallel. Researchers should 

also concentrate on issues such as how an attacker uses the Deep Learning technique to gain access to a victim's system 

that is already secured with deep learning techniques. 

 Moreover, researchers are publishing the results of their performance evaluations of their proposed models using various 

metrics. Some publish the recall, while others only focus on accuracy. There should be standardised metrics for 

comparing model performance. Most researchers have only published the accuracy of their model, leaving out other 

metrics. False-negative is a value that describes the situation in which an unauthorised user has been granted access to a 

system and network. Rather than considering accuracy, this would have a significantly negative impact on system 

performance. 

Future work: There must be standard metrics in place to compare models using various measurements. This could then 

be a watershed moment for future research to improve model performance. 

Furthermore, it has been discovered that the normal data-to-malware ratio used in the training dataset frequently deters 

performance. To assess the efficiency of the created cyber-security application, performance metrics such as speed, 

suspension of data poisoning, storage consumption, True Positive Rate, and False Positive Rate should be examined. 

 We have also observed that, even in 2020, researchers are applying and testing the most recent machine learning and 

deep learning techniques on datasets that are more than 15 years old, such as the DARPA and KDD Cup datasets. 

However, we have observed a scarcity of cutting-edge datasets for spam and malware detection problems. On their 

customised datasets, researchers are employing cutting-edge machine learning techniques. They claim to have better 

model accuracy without disclosing their datasets or code used to generate the results. Customized datasets are frequently 

collected in a specific manner with little diversity, and their proposed model(s) performed well on those datasets. When 

the same models are tested on another similar problem domain on a different dataset, the models do not produce the 

same best results as claimed by the authors on their customised datasets. Obtaining a real malware dataset in real time is 

a difficult and time-consuming task. Until now, all research has been done on the malware dataset through 

experimentation or reverse engineering of the virus. 

Future work: As a result, future research can concentrate on experimenting with various open-source datasets and 

benchmark models. More research is needed to evaluate the performance of deep learning models using the most recent, 

benchmark, and real-time datasets. 

 Also, the deep learning technique associated with cyber-security has a higher cost complexity associated with it during 

error solving. Because deep learning techniques are similar to black boxes, determining the root cause of an error is 

extremely difficult. 

Future work:  In the future, the underlying causes of attacks should be thoroughly investigated in order to develop an 

active learning approach for cyber-security applications. 

 The resource's basic requirements are high performance, GPU, larger storage, a low false-positive rate, and accurate 

information. It is also evident that the algorithms investigated and designed for larger resources are not highly scalable, 

have high power consumption, and are not flexible. The majority of the designs have a high computational cost, are 

difficult to implement, and have a complicated hyper parametric structure. 
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Future work: In future there need to design a highly scalable, low power consumption and flexible algorithm for larger 

resources.  

 

Based on the research gaps identified above, it is clear that effective DL algorithms must be investigated and designed in order to 

solve the aforementioned issues and design a robust cyber-security application. The performances of DL models need to be 

evaluated with benchmark datasets, open-source datasets and real-time datasets.   

VII. CONCLUSION  

The use of deep learning in cyber security attacks is successfully discussed. We also provided a thorough examination of the 

documented applications of DL methods to detect these cyber-attacks. As a result, benchmark datasets are essential for advancing 

DL in the cyber security domain. The example papers that explain various DL techniques in the cyber domain were carefully 
selected, and widespread classes of various datasets were defined, along with their benefits and drawbacks. 

As such, the purpose of this survey is to provide a useful body of work that will encourage researchers to advance the state of DL 

for cyber security systems. 

In the future, we intend to introduce an efficient algorithm to address open issues and design a robust cyber security application. 

We identified future research opportunities related to developing new datasets to motivate work in developing new DL approaches 

for cyber security, as well as the need for approaches to be developed that consider the adversary's ability to use DL as a tool to 
subvert DL detection mechanisms. 
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