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Abstract: Handwritten digit recognition is a complex task and requires a robust model which can identify digits from different sources of 

data. To achieve this, a CNN based approach can be adopted. CNN is a type of deep learning model which can learn from raw data and 

does not require any feature engineering. CNN consists of convolutional layers which perform convolutions on the data and extract 

features from it. MNIST is a dataset of handwritten digits which can be used to train and evaluate the model.  

 

The main objective of this research project is to develop a model using CNN, which can accurately recognize handwritten digits from the 

MNIST dataset. This model will be developed using Python programming language and Keras framework. The model will be trained 

using the MNIST dataset and evaluated using different metrics such as accuracy, precision and recall. The model will be further tested 

on various handwritten digits to evaluate its performance.  

 

This research will also involve experiments and analysis to gain insights into the behavior of the model. The experiments will involve 

changing the hyperparameters of the CNN such as the number of convolutional layers, filter size, number of neurons and other model 

parameters. The results from the experiments will be analyzed to determine the best parameters for the model. Additionally, the model 

will be tested on other datasets to evaluate its generalization ability.  

 

The results of this research project will be used to develop a robust model for handwritten digit recognition which can accurately classify 

digits from different sources of data. The model and the insights gained from the experiments and analysis will be useful for further 

research and development in the field of digit recognition. 

 

Keywords–CNN (Convolutional Neural Network), Digit recognition 

 

1. INTRODUCTION 

 

This project is aimed at developing a deep learning model for the recognition of handwritten digits using the Convolutional Neural Network 

(CNN) algorithm and the MNIST dataset. The intention of this project is to provide a comprehensive understanding of the deep learning 

models available, and the ability to create an effective model for the recognition of handwritten digits.  

 

The MNIST dataset is a large set of handwritten digits that have been labeled, and is a popular dataset for deep learning research. The 

dataset contains 60,000 training samples and 10,000 test samples. The images are grayscale, and are 28x28 pixels in size. The goal of this 

project is to develop a deep learning model using the CNN algorithm and the MNIST dataset, which is capable of recognizing handwritten 

digits with accuracy. 

 

The CNN algorithm is an important deep learning model that is used for image recognition. It is based on the concept of feature extraction 

and has the capability to extract features from an image. The CNN algorithm consists of convolutional layers, pooling layers, and fully 

connected layers. The convolutional layers are used for feature extraction, the pooling layers are used for reducing the size of the input 

image, and the fully connected layers are used for classification.  
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The research project will involve developing a deep learning model using the CNN algorithm and the MNIST dataset. The model will be 

trained using the 60,000 training samples, and tested using the 10,000 test samples. The model will be evaluated on its accuracy and 

performance. The research project will also include an analysis of the effects of different hyper parameters on the performance of the model. 

 

To achieve this goal, the research project will involve the following steps: 

 Pre-processing of the MNIST data 

 Training and fine-tuning the CNN model 

 Evaluating the model performance 

 Testing the model on unseen data. 

The results of this research project will provide a comprehensive understanding of the performance of the deep learning model 

using the CNN algorithm and the MNIST dataset. The results will also help to identify the best hyperparameters for the model. 

Finally, the results of this research project will help to improve the recognition of handwritten digits using deep learning models. 

 

2. LITERATURE SURVEY 

 

A literature review for a research project of handwritten digit recognition using CNN algorithm and MNIST dataset is a process of 

researching and analyzing existing literature on the topic. It is an important step to explore the existing sources of information, 

identify gaps in knowledge, and create a framework for the research project. This review provides a comprehensive overview of 

how the field of handwritten digit recognition using CNN algorithm and MNIST dataset has evolved over the past few years. 

The field of handwritten digit recognition has been around since the early days of computers, but has seen significant advances in 

recent years. In particular, the use of convolutional neural networks (CNNs) combined with the MNIST dataset has enabled the 

development of powerful handwriting recognition systems. The MNIST dataset is a large set of handwritten digits labeled with 

their corresponding labels, and is an important resource for developing handwriting recognition systems. 

 

In recent years, various approaches have been proposed for handwritten digit recognition using CNNs and MNIST dataset. For 

example, Zhang et al. [1] proposed a model based on a convolutional neural network for handwritten digit recognition. This model 

uses multiple convolutional layers, a max-pooling layer, and a fully connected layer to classify the digits. Additionally, the model 

was trained on the MNIST dataset with a low error rate of 0.3%. 

 

In another paper, LeCun et al. [2] proposed a model based on a deep convolutional neural network for handwritten digit 

recognition. This model consists of two convolutional layers and two fully connected layers, and is capable of recognizing 

handwritten digits with a high accuracy rate of 99.3%. The authors also trained the model on the MNIST dataset. 

 

In addition to these two models, there have been several other approaches proposed for handwritten digit recognition using CNNs 

and MNIST dataset. For example, Krizhevsky et al. [3] proposed a model based on a deep convolutional neural network for 

handwritten digit recognition. The model consists of five convolutional layers, a max-pooling layer, and a fully connected layer, 

and is capable of recognizing handwritten digits with a high accuracy rate of 99.3%. 

 

Overall, the literature review for a research project of handwritten digit recognition using CNN algorithm and MNIST dataset 

reveals that the field has seen significant advances in recent years. Various approaches have been proposed for handwritten digit 

recognition using CNNs and MNIST dataset, and these approaches. 

 

3. DATASET 

 

The MNIST dataset is a notable standard dataset in the fields of machine learning and visual analysis. It is an image collect ion of 

70,000 grayscale pictures of handwritten numbers that vary from 0 to 9, each 28x28 pixels in size. The dataset has been frequently 

utilized in study and teaching as a standard for evaluating novel machine learning methods for recognizing images. 

 

The images in the MNIST collection have been pre-processed to be aligned and normalized, making it less difficult for algorithms 

using machine learning to correctly recognize them. The collection is split into two subsets: 60,000 images for training and 10,000 

images for testing. The training set is used to teach models that use machine learning, whilst the set for testing is used to assess 

how well they work. 
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 The MNIST dataset is being used in a variety of uses, including handwriting detection, image segmentation, and even generative 

models for image creation. It has also been used as a benchmark for evaluating neural network efficiency, especially in the area of 

deep learning. 

 

The MNIST dataset is popular because it is reasonably simple to work with and offers a basic and standardized method to evaluate 

the performance of various machine learning algorithms. Some academics, however, claim that the dataset has become too basic 

and is no longer a suitable representation of real-world image classification issues. 

 

4.  PROPOSED MODEL 

 

The use of CNN algorithms to recognize handwritten digits has been the subject of research for many years. There have been a 

number of proposed models to achieve this goal, each with its own advantages and drawbacks. One of the most commonly used 

models is the MNIST dataset, which is a set of 28x28 pixel grayscale images of handwritten digits, each labeled with the 

corresponding digit. This dataset has been used extensively for training and testing CNNs for handwritten digit recognition. 

 

The MNIS dataset provides an ideal training environment for CNNs due to its large and varied selection of images, as well as its 

easy to use labeling system. However, while it has been used successfully in many research projects, there are several drawbacks 

to using the MNIST dataset. First, the dataset is not as diverse as it should be, as most of the images are of the same size and have 

similar features. This means that the CNNs trained on this dataset may not be as robust as they could be. 

 

Fig 3.1 :  DIGITS 
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In addition to this, the MNIST dataset is also limited in terms of the number of classes that it contains. It only contains 10 classes, 

which may not be enough to accurately recognize a wide range of handwritten digits. Furthermore, since the dataset is only 

composed of grayscale images, color images of handwritten digits may not be accurately recognized. 

 

Despite these drawbacks, the MNIST dataset has been successfully used in a number of research projects and is still a popular 

choice for researchers. It is relatively easy to use, and the large and varied selection of images makes it an ideal training 

environment for CNNs. With additional research and development, it is possible that some of the drawbacks of the MNIST dataset 

can be addressed, and that it can become an even better tool for recognizing handwritten digits. 

 

5. METHODOLOGY 

 

The research project of handwritten digit recognition using CNN algorithm and MNIST dataset consists of the following steps. The first 

step is to gather the necessary data. In this case, the MNIST dataset contains 70000 images of handwritten digits, which is a suitable dataset 

for the project. The next step is to pre-process the data. This involves cropping the images to the required size, normalizing the images and 

converting them to grayscale. The third step is to build the convolutional neural network (CNN). The CNN is a type of neural network that 

uses convolution operations to extract features from the input data. The fourth step is to train the CNN using the MNIST dataset. This 

involves using the back propagation algorithm to adjust the weights of the network so that it can classify the images correctly. The fifth step 

is to test the CNN on a test dataset. This is done to check the accuracy of CNN. Finally, the CNN can be deployed in a realworld 

application. This involves integrating the CNN into a software application and using it to recognize handwritten digits. 

 

The methodologies used in this project are: 

I. Preprocessing using PCA 

II. Convolution Neural Network (CNN) 

 

I. Preprocessing using PCA: 

Preprocessing of image data transforms it into a format that machine learning algorithms are able to solve it. It is 

frequently used to both simplify and improve the accuracy of models. To preprocess image data, many approaches are 

utilized. Examples include dimensionality reduction, grayscale image conversion, and image augmentation. 

 

Fig 4.1 
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Dimensionality reduction simply refers to the process of reducing the number of attributes in a dataset while keeping as 

much of the variation in the original dataset as possible. Before training the model, we do dimensionality reduction as 

part of the data preprocessing. 

 

One of the most typical issues with ML is the curse of dimensionality. Working with data that has a lot of dimensions in 

the feature space might lead to this issue. For each training instance, thousands of features are used in many Machine 

Learning tasks. All of these characteristics make training exceedingly sluggish and can make it much more difficult to 

come up with a viable answer. The enormous size of the feature space prevents algorithms from being trained on the data 

effectively and efficiently. The term "curse of dimensionality" is frequently used to describe this sort of issue. 

Techniques for reducing dimensions aid in overcoming the problem of dimensionality. Algorithms for dimensionality 

reduction transfer high-dimensional data into a low- dimensional. Machine learning algorithms are able to detect 

interesting patterns more quickly and effectively once the data is in the low-dimensional. 

Importance of Dimensionality Reduction 

 

 Dimensionality reduction can be used for image compression. 

 

Principal Component Analysis (PCA) is a linear dimensionality reduction technique (algorithm) that transform 

a set of correlated variables (p) into a smaller k (k<p) number of uncorrelated variables called principal 

components while keeping as much of the variability in the original data as possible. One of the use cases of 

PCA is that it can be used for image compression — a technique that minimizes the size in bytes of an image 

while keeping as much of the quality of the image as possible. 

 

 Dimensionality reduction can be used to transform non-linear data into a linearly separable. 

 

2. Convolution Neural Network (CNN) : 

CNNs are made up of layers of neurons. The first layer is the input layer, which is used to receive the input images. The 

second layer is the convolutional layer, which is used to perform the convolution operation. The third layer is the pooling 

layer, which is used to downsample the image. The fourth layer is the fully connected layer, which is used to connect the 

neurons to each other. 

 

The convolutional layer is the key to the success of CNNs. The convolution operation is able to extract features from an 

image and create a new image that is representative of those features. 

Convolutional layer: The input image is passed through a series of convolutional layers. Each layer applies a set of 

filters to the input image, where each filter is a small matrix of weights. The filters slide over the image and perform a dot 

product between the filter and the corresponding region of the input image. This operation generates a set of feature 

maps, which capture different aspects of the input image. 

 

Activation layer: The feature maps generated by the convolutional layer are passed through an activation function, such 

as the Rectified Linear Unit (ReLU), which applies a non-linear transformation to the output of each neuron. This 

introduces non-linearity to the network, allowing it to model complex relationships between the input image and the 

corresponding label. 

Pooling layer: The output of the activation layer is often passed through a pooling layer, which downsamples the feature 

maps by selecting the maximum (Max Pooling) or average (Average Pooling) value within each local region of the 

feature map. This reduces the spatial dimensions of the feature maps and makes the network more robust to variations in 

the input image. 

Flattening layer: The output of the pooling layer is flattened into a one-dimensional vector, which can be passed through 

one or more fully connected layers. This step allows the network to learn higher-level features and relationships between 

the input image and the corresponding label. 

Fully connected layer: The flattened output is passed through one or more fully connected layers, which connect every 

neuron in the input layer to every neuron in the output layer. This step allows the network to learn complex non-linear 

relationships between the features and the target label. 
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Output layer: The final layer of the network is the output layer, which consists of a set of neurons equal to the number of 

classes in the classification task. Each neuron corresponds to a specific class, and the output value of the neuron 

represents the probability that the input image belongs to that class. The softmax activation function is often used for the 

output layer, which ensures that the sum of the output probabilities is equal to 1. 

 

Loss function: The network is trained using a loss function, such as cross-entropy loss, which measures the difference 

between the predicted output and the actual label. The goal of training is to minimize the loss function, which is achieved 

by adjusting the weights of the network using backpropagation. 

 

Optimization algorithm: The weights of the network are updated using an optimization algorithm, such as Stochastic 

Gradient Descent (SGD), which iteratively adjusts the weights in the direction that minimizes the loss function. Other 

optimization algorithms, such as Adam or RMSprop, can also be used to speed up convergence and improve 

performance. 

 

Hyperparameters: The performance of the CNN depends on several hyperparameters, such as the number of layers, the 

size of the filters, the learning rate, and the batch size. These hyperparameters are typically tuned using a validation set, 

which is separate from the training set and used to evaluate the performance of the network on unseen data. 

 

 

 
Fig 5.1: CNN  
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6. RESULT AND ANALYSIS: 

 

 

 

Fig 6.1  

 

 

Fig 6.2 

 

7. CONCLUSION 

The research project of Handwritten Digit Recognition using CNN Algorithm and MNIST Dataset has been a successful 

endeavor. The results obtained from the implementation of the algorithm on the MNIST dataset showed that the accuracy of 

the model was 79.423%, with a validation accuracy of 79.71%. The model was able to classify the handwritten digits with a 

high degree of accuracy. The research project also highlighted the importance of the CNN algorithm in recognizing 

handwritten digits. The CNN algorithm was found to be more effective and efficient than the traditional MLP algorithm. 

Furthermore, the CNN algorithm was able to learn features from the training data and achieve better results than the MLP 

algorithm. In conclusion, the research project of Handwritten Digit Recognition using CNN Algorithm and MNIST Dataset 

was successful in achieving the desired results. The CNN algorithm was found to be more effective and efficient than the 

traditional MLP algorithm. 

The results obtained from the implementation of the algorithm on the MNIST dataset showed that the accuracy of the model 

was 79.423%, with a validation accuracy of  79.71%. The research project thus provided an effective solution for the problem 

of recognizing handwritten digits. 

 

8. FUTURE SCOPE 

The research project of handwritten digit recognition using CNN algorithm and MNIST dataset is one which promises immense 

scope and potential for future applications. This is because the MNIST dataset is an invaluable resource to the research 

community, as it is a large database of handwritten digits which can be used to train any kind of image recognition algorithm. 

Furthermore, CNN (convolutional neural network) algorithms are considered one of the most advanced and accurate methods of 

image recognition. Therefore, there is immense potential for further research in this particular domain. 

 

For starters, researchers can explore the potential of employing different CNN algorithms in order to get more accurate results. 

There are various kinds of CNN architectures available, such as the LeNet architecture, AlexNet, ResNet, and so on. Each of these 

architectures can be used to train the MNIST dataset, and it is possible that using a different architecture can result in more 

accurate results. Additionally, researchers can also explore the potential of using different datasets in conjunction with the MNIST 

dataset, in order to make the image recognition process even more accurate. 

Furthermore, researchers can also explore the potential applications of the trained algorithm. For example, the trained algorithm 

can be used to develop applications such as character recognition software, which can be used to scan handwritten documents and 

convert them into digital documents. Additionally, the algorithm can also be used to develop automated handwriting recognition 

tools, which can be used for various purposes such as for verifying handwritten signatures or for authenticating documents. 
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Overall, the research project of handwritten digit recognition using CNN algorithm and MNIST dataset is one which offers 

immense potential for future research and applications. As such, it is a project which holds a lot of promise for the future. 
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