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Abstract: This research paper introduces the utilization of frames and various technologies to implement an LSTM deep model for 

motion-based data analysis. The focus is on analyzing user motion captured through live video streams and training the program 

using self-assessed live datasets and pre-downloaded sets. The proposed approach leverages the capabilities of LSTM models to 

capture temporal dependencies in motion data, enabling accurate analysis and prediction of user actions or gestures. 

 

The methodology involves pre-processing the input data by extracting frames and enhancing the quality of captured motion. The 

LSTM deep model is then trained using a combination of self-assessed datasets and pre-downloaded sets to ensure a diverse range 

of motion variations. The experiments demonstrate the effectiveness of the LSTM-based approach in accurately analyzing motion 

data in real-time video streams. The findings highlight the significance of LSTM deep models in capturing temporal 

dependencies, leading to improved motion-based data analysis and gesture recognition. 
 

Index terms: Sign language, Detection of sign language, LSTM model 

I. INTRODUCTION  

According to recent statistics, India has a limited number of certified sign language interpreters, approximately 250, serving a 

population between 1.8 million to 7 million individuals with deafness or speech impairments. This results in a high demand for 

always available interpreting services. Many businesses worldwide face difficulties in providing services to individuals who use 

sign language. To address this need, our project offers hand movement, finger movement, and facial gesture recognition. We 

trained the model using sign language videos to enable accurate prediction and translation. The project translates sign language 

into simple and understandable English text in real-time, providing a user-friendly interface with text output for sign gesture 

input. The project is a practical and convenient option for understanding sign language, using only cameras to provide the same 

services as a sign language interpreter. With technological advancements, communication and comprehension have become 

easier, even for people with disabilities. The project eliminates the need for an intermediary translator, which is often expensive 

and unavailable. This tool will enhance communication and interaction between individuals who use sign language and the wider  

community, including various businesses and companies. Additionally, it will increase the employment opportunities for speech-

impaired individuals. 
Our project has the potential to make a significant impact in the lives of individuals who rely on sign language to communicate. 

The lack of available sign language interpreters has long been a challenge for the deaf and speech-impaired communities. It often 

leads to social isolation and exclusion from daily activities that require communication, such as going to the doctor, attending 

school or university, or accessing essential services. Our project provides a cost-effective and accessible solution that allows 

individuals to communicate effectively and without the need for a professional interpreter. This technology can also help 

companies and businesses become more inclusive and accommodating to people with disabilities. It will enable them to provide 

better services and connect with a wider audience, leading to a positive impact on their business and social responsibility 

reputation. Moreover, our project has the potential to reduce the language barrier and bridge the gap between different cultures. 

Sign language is a unique form of communication that transcends spoken language and can be used by people from different 

countries and backgrounds. The ability to translate sign language in real-time can facilitate communication and understanding 

between people from different parts of the world, leading to increased social cohesion and integration. In conclusion, our project 

has the potential to change the lives of millions of individuals with deafness or speech impairments worldwide, as well as the 

businesses and companies that serve them. It is a step towards creating a more inclusive and accessible society for all. 
 

II. LITERATURE REVIEW 

Sign language recognition and translation using machine learning has been an active area of research in recent years. A 

number of different approaches have been proposed and tested, as reflected in the following research papers. 
Anand and Singh proposed a sign language recognition system based on TensorFlow Object Detection API in [1]. They used 

multi-stream hidden Markov models (MSHMMs), neural networks, Naïve Bayes Classifier, and Support Vector Machine for 
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processing, achieving accuracy scores ranging from 83.6 to 100. They also used SSD MobileNet v2 object detection model 

with FPN-lite feature extractor, shared field predictor, and defocus using educational photos scaled to 320x320 for real-time 

detection. In [2], Abhinav et al. presented a sign language translator using machine learning. They captured an image using a 

webcam and processed it with Tf pose estimation rules set to identify key elements of the subject's frame, and used a decision 

tree algorithm to predict gestures based on the resulting data set. Naveen Kumar et al. proposed a real-time sign language 

detection system using TensorFlow, OpenCV, and Python in [3]. They used transfer learning and a pre-trained SSD mobile 

internet v2 model to train the system. Prabhu and Muthuselvam developed a BIM sign language translator using machine 

learning in [4]. They used the Waterfall Model for software development and TensorFlow, Python, OpenCV, and Qt as core 

development libraries. Overall, these studies demonstrate the effectiveness of machine learning techniques for sign language 

recognition and translation, and the potential for real-world applications in assisting deaf or hard-of-hearing individuals. 
In addition to the studies described above, there have been several other notable efforts to develop sign language recognition 

and translation systems using machine learning. One such example is the work of Jindal et al. [5], who proposed a sign 

language recognition system using convolutional neural networks (CNNs) and the LeNet architecture. Their system achieved 

an accuracy of 93.7% on a dataset of 4000 sign language images. Another study by Ullah et al. [6] proposed a sign language 

recognition system using a combination of Convolutional Neural Networks and Recurrent Neural Networks (RNNs). They 

used a dataset of over 6000 images of American Sign Language (ASL) signs and achieved an accuracy of 95.44%. In [7], Bao 

et al. proposed a real-time American Sign Language (ASL) recognition system using deep learning. They used a combination 

of convolutional and recurrent neural networks and achieved a recognition accuracy of 99.4% on a test set of 4500 ASL sign 

images. Li et al. [8] proposed a real-time Chinese sign language recognition system using deep learning. They used a dataset 

of over 3000 sign language images and achieved an accuracy of 95.8% using a convolutional neural network. Lastly, Huang 

et al. [9] proposed a sign language translation system that is capable of translating English text to American Sign Language 

(ASL) video. They used a combination of deep learning techniques, including CNNs and RNNs, to generate ASL video 

sequences from input English text. Their system achieved an accuracy of 89.4%. 
 

Overall, these studies demonstrate the ongoing development and improvement of sign language recognition and translation 

systems using machine learning techniques. These systems have the potential to greatly improve communication and 

accessibility for deaf and hard-of-hearing individuals in a variety of settings. 

 
. 

III. DESCRIPTION OF THE SYSTEM OR RESEARCH 

 To utilize the frames and various technologies to implement LSTM deep model for analysis of data based on motion of 

the user through live video stream or to train the program through various datasets (which include self assessed live 

datasets or pre downloaded sets). 

 
Objective: 

 To successfully capture the live camera feed 

 To use external libraries and plot the graph on the live camera feed 

 To capture specific landmarks through the live camera feed 

 To save the last frame of the feed for training purposes 

 To train the model using different datasets 

 To train the algorithm to suggest respective English words corresponding to the sign language actions. 

 

Proposed System flow: 
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IV. IMPLEMENTATION DETAILS AND RESULT  

A- To distinguish the face and hand gestures. 

The algorithm used to identify the face and hand gestures is shown in Fig. 2 and Fig. 3. Using the Open Source 

Computer Vision (OpenCV) package, Mediapipe, Skicit-learn, Numpy, Tensorflow-Keras, Matplot and other dependencies 

the image is loaded, scanned, and the frames are extracted. OpenCV recognizes objects, people, and even human faces in 

photos and videos.  
 

 
Fig. 2. Identification of hand gestures 

 
 

The above-mentioned flowchart depicts the flowchart for how exactly the Mediapipe dependency works for hand 

gesture detection. 
 

 
Fig. 3. Identification of Face 

Fig. 3. shows an algorithm for detecting a person's face based on the live camera feed of the machine. This module, 

the Mediapipe dependency, uses OpenCV to convert the given image from RGB to BGR color scheme and ensures that the 

image is writeable. 

LSTM,  an artificial neural network used in the fields of artificial intelligence and deep learning, is used to predict 

the next set of hand gestures and to form the sentences. The LSTM model works by processing each frame of the video input 

one at a time, and then using the output from each frame to inform the processing of the subsequent frames via probability. 
At each time step, the LSTM cell takes in two inputs:  the current input frame and the previous hidden state. It then 

performs several computations, including gating functions that decide which information to keep or discard, and outputs a new 

hidden state that is passed on to the next time step. The output at each time step can be used to make a prediction about the sign 

language word or phrase being signed 
The poses are predicted by the LSTM model, which learns by training data from the dataset. Fig. 4. illustrates a sample 

out for this task. 
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Fig. 4. Output of Pose detection 

 

B- To scan and predict the gestures 

Mediapipe Holistics is employed to detect the positions of gestures. The detected coordinates are then transformed into 

landmarks that include facial, positional, and hand landmarks. The collected data is stored as arrays using Numpy and 

categorized into four arrays based on the type of landmarks: pose, face, left_hand, and right_hand. In the event that certain data 

is not captured in the input feed, a zero-array is created with the desired shape and is stored in the corresponding landmark. A 

dataset is then created with a designated data path and keywords assigned as subfolders. For each sequence, 30 frames are 

taken, resulting in 30 folders for each keyword, with each folder containing 30 Numpy arrays representing the 30 sequences for 

each word. 
Fig. 5. demonstrates a sample output for gesture recognition from an input image. 

 

 
Fig. 5. Output of Module C 
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TABLE-I 

EXISTING APPLICATIONS VS PROPOSED SYSTEM 

 

Existing Applications Proposed System 

User interfaces are often 

limited and may require 

additional hardware 

The proposed system is 

developed using OpenCV 

Library, LSTM model with 

Mediapipe kernel, and 

flutter plug-ins. It is 

designed to read and 

predict sign language 

gestures. 

It requires a large amount 

of training data to 

achieve high accuracy. 

It can be trained with a 

large amount of sign 

language data to improve 

accuracy 

Some applications are 

limited to specific sign 

language  

The proposed system can 

be use to support multiple 

sign language 

The cost varies on the 

application. 
Can be developed as an 

open source project, which 

makes it cost-effective. 

 

 

V. CONCLUSION 

This paper presents an automatic hand-sign language translator - a critical system for mute/deaf individuals. Expected 

requirements and level of performances of such a system are addressed here. The paper lists system components and extends the 

explanation of software. The software part of the system is extensively elaborated to include simple system initialization and 

recognition algorithms. The paper addresses the challenges of identifying ambiguous measurements and proposes respective 

technical solutions. 

 It is evident from experimental results that the system has the potential to help targeted individuals and communities. 

Especially that the system was able to recognise most of the letters. We look forward to adding the remaining dataset to the 

system and better the system performance. 
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