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ABSTRACT  Customer review sentiment research has a significant influence on a company's development 

plan. In the last ten years, the internet's development has generated vast amounts of data across all industries.  

There are presently a lot of reviews about the restaurant sector in online media, such as Twitter, Google 

reviews, etc., which have been growing daily due to customer actions. This industry needs to put more of an 

emphasis on customers by consistently improving customer service. Customer service begins with ensuring 

customer satisfaction. When classifying documents, sentiment analysis helps define whether they represent 

negative or positive opinions. Manually analysing the data from social media evaluations was nearly 

impossible. Different data mining algorithms are utilised for assessment and analysis. The Nave Bayes (NB), 

Random Forest, Support Vector Machine, and K-Nearest Neighbour (KNN) sentiment classification algorithms 

are used in this study to analyse the sentiment of users' tweets about restaurants. The suggested system has the 

ability to analyse tweet sentiment. For consumer reviews, a sample of actual data was therefore taken from 

Twitter. The proposed system has been implemented using the Python programming language. The findings are 

consistent with the idea that patrons have positive opinions of both restaurants and other people, particularly 

those who own them. Accuracy and error rate are two popular performance evaluation metrics used to gauge the 

results. 

KEY WORDS: Customer satisfaction, Naïve Bayes, Sentiment analysis. Support Vector Machine, Random 
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1.INTRODUCTION 

Sentiment analysis is the method for determining if a piece of text is partisan, neutral, positive, or negative. This 

text could be a tweet, a review of a book, movie, restaurant, or something else entirely. The sentiment analysis, 

commonly referred to as opinion mining, analyses people's opinions, assessments, feelings, and attitudes about 

a subject, person, or thing. The expressions can be categorised as either neutral, negative, or positive. An 

illustration. The phrase "I really liked the garlic noodles of your restaurant" is complimentary. The evaluations' 

overall sentiment polarity demonstrates a preference for service, which may encourage customers to "self-

select" the meal they prefer. It is simple to acquire product reviews from a website and comprehend what 

customers are actually expressing as well as their sentiment with regard to a certain product thanks to natural 

language processing in artificial intelligence applications. Businesses that receive a lot of reviews can actually 

decipher them and utilise the information gathered to suggest new goods or services in accordance with client 

preferences. It is frequently used to determine how a customer or consumer feels about key components of a 

brand, such as tone, context, emotion, and so on. Reviews of this nature are crucial for improving the service 

and benefiting customers. From the consumer's point of view, hearing what other customers have to say about a 

service might help him form a general impression of the offering. Owners or service providers, on the other 

hand, utilise sentiment analysis to assess the acceptance of their products or to examine consumer feedback and 

satisfaction. However, as we can imagine, it takes a lot of time and effort to read through all of those reviews 

and personally analyse the tone of the contents. The general conclusion on the opinions and perspectives can be 
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quickly ascertained via sentiment analysis. It helps the business owners a better understanding of their 

customers as well as how they compare to the companies of their rivals. Then, three data mining  classification 

algorithms—Support Vector Machine, Rule Based, and Random Forest—are employed in this study to classify 

the data and discover which one has the highest accuracy.  Customer reviews are still written in text form; 

therefore restaurant reviews fall within the text mining area. The outcomes of this data will be categorised into 

two categories: positive or negative. Python was used to pre-process review data, such as removing stop words 

and punctuation. 

2. LITERATURE SURVEY 

[1] The potential issues with machine-based sentiment analysis are studied, recognised by their knowledge 

extraction tasks, and handled. [2] Machine learning techniques are used to derive emotions from social network 

data, revealing the ideas and experiences shared by substance users. [3] Sentiment analysis is carried out by 

employing quote phrases to apply an existing annotated corpus. [4] Sentiment analysis may be used in 

conjunction with supervised machine learning to detect phoney positive or negative reviews. The SVM 

algorithm is capable of false feedback in addition to passing text detection. [5] For such excellent research, this 

emotive analysis contrasts and discusses the favourite products that make consumers happy and examines 

unsupervised learning methods. 

3. METHODOLOGY 

Mentioned in the background section, we created a sentiment analysis system using the conventional machine 

learning methodology.  

OBJECTIVE  

This project focuses on determining the polarity of the emotion a sentence evokes using an input box. to put in 

place a system that automatically categorizes material as good, negative, or neutral. Sentiment analysis is used 

to evaluate whether the general public has a good, negative, or neutral view towards the topic at hand. A pie 

chart is used to depict it.  

CONCERN STATEMENT  

To create a method for classifying customer reviews based on their sentiment, which might be useful for 

analysing data where opinions are largely unstructured and either positive or negative. 

EXISTING SYSTEM  

The number of user-generated material on social media platforms like Facebook, Twitter, review sites, etc. is 

rapidly increasing. These viewpoints may be collected and used as corporate intelligence for a range of 

purposes, including marketing and forecasting, among others. In most cases, sentiment analysis is used to assess 

an author's knowledge on a certain subject. Sentiment analysis, however, is not yet used in our social 

networking platforms. The sentiment analysis in certain surveys is based on a static sent word dataset. But in 

order to determine the polarity of the microblogs, a suitable solution must be found.  

PROPOSED SYSTEM  

Through the text field, we will capture the unstructured data. The data is handled as follows after being 

converted to lower case. 

Pre-processing  

The review text goes through a pre-processing stage where the following actions are conducted on the review 

text before the feature extractor can utilize the reviews to construct feature vectors. With more information 

provided, these stages transform the review's plain language into parts that may be processed and used by 

feature extractors. Third-party technologies that were designed to handle the particulars of review text were 

employed for each of these processes. An integrated development environment (IDE) for computer 

programming is called PyCharm. It was made by the Czech company JetBrains. Code analysis, a graphical 

debugger, and an integrated unit testing are all included. 

http://www.jetir.org/


© 2023 JETIR May 2023, Volume 10, Issue 5                                                                 www.jetir.org (ISSN-2349-5162) 

JETIR2305G10 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org p74 
 

Step 1: Tokenization  

Tokenization is the act of breaking down text as a string into smaller, more manageable pieces known as tokens. 

These components can be words, emojis, URL links, hashtags, or punctuation when used in a review. " An 

insanely amazing.... Text was divided into "an", "insanely", and "awsum". Frequently, a space is used to 

separate these components. However, as a term used as a hash tag could have a different sentimental meaning 

than a word used often in the text, hash tags with the character "#" before the tag must be preserved. 

Step 2: Tags for Parts of Speech The features of a word in a sentence based on grammatical categories of words 

are known as parts of speech (POS) tags. This data is necessary for sentiment analysis since the sentiment value 

of words might vary based on their POS tag. For instance, the word "good" as an adjective has a positive mood 

but the word "good" as a noun does not. A POS is given to each token retrieved in the last stage.  

Step 3: Dependency Parsing, Extracting the relationship between words in a phrase is what dependency parsing 

serves for in this context. This is helpful for determining the link between "not" and "good" in expressions like 

"not really good," because the relationship is not necessarily with the adjacent word. 

Table1. Class and Reviews 

 

Fig.1 Sample Reviews for sentiment class 

 

 

 

 

 

 

 

 

4. CLASSIFICATION ALGORITHM 

In this work, four classifiers namely random forest, support vector machine, k-nearest neighbour and  are 

applied for the pre-processed data set. Among these classifiers, random forest works better for our data set. 

 

 

 

CLASS 

  

REVIEWS 

  

Positive 

A Wonderful Experience so long ago. 

incredible experience servicing the elite 

 

Negative 

The worst hospitality, the slowest service, the 

worst experience... 

 

Neutral 

My initial visit was fantastic, but with time it 

evolved to be just okay. Quantity reduction 

and, to some extent, quality reduction 
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4.1 RANDOM FOREST 

The preferred algorithm for machine learning A component of the supervised learning approach is the random 

forest. It may be applied to classification and regression issues in machine learning. It is based on the idea of 

ensemble learning, which is the practise of integrating many classifiers to address a complicated issue and 

enhance the model's performance. In order to enhance the displayed accuracy of the dataset, the random forest 

classifier averages the results from many decision trees applied to various subsets of the input dataset. 

4.2 MULTINOMINAL NAVIE BAYES 

A technique to Bayesian learning that is well-liked in Natural Language Processing (NLP) is the Multinomial 

Naive Bayes algorithm. Using the Bayes principle, the programme makes an educated prediction about the tag 

of a text, such as an email or news article. It determines the likelihood of each tag for a particular sample and 

outputs the tag with the highest likelihood. Each feature being classified by the Naive Bayes classifier is distinct 

from every other feature, which unites the various algorithms that make up the classifier. The inclusion or 

removal of one characteristic does not depend on the presence or absence of another feature. 

4.3 SUPPORT VECTOR MACHINE 

One of the most popular supervised learning algorithms is called the Support Vector Machine, or SVM, and it 

may be applied to both classification and regression issues. However, it is mainly used in machine learning to 

solve categorization issues. The SVM algorithm's objective is to establish the optimal line or decision boundary 

that can divide n-dimensional space into classes, allowing us to quickly classify fresh data points in the future. 

The name of this best-choice boundary is a hyperplane. SVM selects the extreme vectors or points that aid in 

the creation of the hyperplane. The method is recognised as a support vector machine because of the term 

"support vectors," which refers to these extreme situations. 

4.4 K-NEAREST NEIGHBOUR 

One of the simplest machine learning algorithms based on the supervised learning method is K-Nearest 

Neighbour. The K-NN method places the new instance into the category that is most similar to the available 

categories based on the assumption that the new case or data and the available cases are comparable. When a 

new data point is added, the K-NN algorithm classifies it based on how similar the existing data is to it and 

saves it all. This implies that using the K-NN method, fresh data may be quickly and accurately categorised into 

a suitable category. Although the K-NN technique may be applied to classification and regression problems, it 

is most frequently used for classification issues. When the K-NN technique is non-parametric, it makes no 

assumptions about the underlying data. 

5. PERFORMANCE EVALUATION 

To analyse the performance of our algorithms the following two metrics are used: 

 Accuracy 

 Error rate 

Accuracy 

 

Simply put, accuracy measures how often the classifier makes accurate predictions. By dividing the total 

number of forecasts by the percentage of accurate predictions, accuracy is calculated. 

 
Error Rate 

 

The term "error rate" refers to a measurement of the magnitude of a model's prediction error with regard to the 

actual model. Accuracy and error rate are directly connected. 

Error rate = 1.0 – accuracy 
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Table 2 shows the accuracy and error rate achieved using the proposed algorithm. The Multinominal Nave 

Bayes algorithm achieves higher accuracy of 90%, and lower error rate of 10%. 

ALGORITHM  ACCURACY ERROR RATE 

RANDOM FOREST 88.25% 11.75 

MULTINOMINAL NB 90% 10 

SVM 75.51% 24.49 

KNN 81.31% 18.69 

                     Table2. Analysis of Accuracy and Error Rate for Classifiers 

 

 

Fig.2 Accuracy and Error Rate  

 

6. CONCLUSION 

The paper examines crucial methods for determining reviews' emotional content. In this research, many 

techniques are used to determine the review text's sentiment analysis. We compare all of the currently used 

procedures and cover the most ground possible. Tokenization, stop word and punctuation removal, and 

stemming are all done using NLP. Additionally, use the Naive multinomial, Support Vector Machine, Random 

Forest and K-nearest neighbour method for classification, which is a supervised machine learning approach. 
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