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ABSTRACT

The prevalence of regular crime is rising in modern society. To combat this, law enforcement agencies must hasten the process and devise a
means of impeaching offenders of justice. One such approach might involve identifying and verifying perpetrators using facial recognition
technology Traditionally, forensic artists have used hand-drawn sketches to identify criminals; to modernize this approach, offenders must
be identified by matching the sketches to databases maintained by law enforcement. Given that there are fewer criminal artists accessible
than there are crimes, this strategy will limit the use of existing technology in a number of ways. By developing a stand-alone platform that
can be used to accurately sketch a suspect without assistance from a forensic sketch artist and without particular training or creative talents,
our goal is to speed up the process for law enforcement authorities. Different facial features can be dragged and dropped into sketches in
applications, and artificially generated face sketches can be developed utilizing deep learning and cloud infrastructure.

KEYWORDS: Forensic Artist, Impeaching Offenders, Law Enforcement Agencies, Criminal Artists, Hand Drawn Sketches, Face
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I.LINTRODUCTION

A facial sketch made from a witness's description could aid in swiftly identifying and capturing perpetrators. The traditional method of hand-
drawing a sketch does not, however, appear to be effective or time-saving when used to compare them with previously accessible real-time
databases found in investigative records. Hand-drawn face sketches have been used in various attempts to automatically identify and
categories criminals using crime databases, however these techniques have not yielded trustworthy results. A tool for sketching synthetic
faces!® was also made accessible, but it had some limitations, such as a dearth of facial features and a dynamic appearancel! for the produced
suspicious face, which made using these tools much more difficult. The a aforementioned applications and needs have led us to think about
creating an application that not only provides a set of individual elements, such as eyes, ears, and mouth, selected to create face sketches,
but also will allow users to upload individual hand drawn features to the platform, which will be converted into a set of application
components. Because of this, the resulting sketch will resemble a hand-drawn sketch 2 much more, which will make it simpler for law
enforcement authorities to modify the application. The law enforcement Blorganization could even upload a previously created hand drawn
sketch using our framework in order to employ the platform's considerably more effective deep learning algorithm and cloud infrastructure
to identify the culprit(®1 The sketches would teach the machine learning?*! algorithm new things. A facial sketch made from a witness's
description could aid in swiftly identifying and capturing perpetrators. The traditional method of hand-drawing a sketch does not, however,
appear to be effective or time-saving when used to compare them with previously accessible real-time databases found in investigative
records. Hand-drawn face sketches have been used in various attempts to automatically identify and categories criminals using crime
databases, however these techniques have not yielded trustworthy results. A tool for sketching synthetic faces®® was also made accessible,
but it had some limitations, such as a dearth of facial features and a dynamic appearance!® for the produced suspicious face, which made
using these tools much more difficult. The a aforementioned applications and needs have led us to think about creating an application that
not only provides a set of individual elements, such as eyes, ears, and mouth, selected to create face sketches, but also will allow users to
upload individual hand drawn features to the platform, which will be converted into a set of application components. Because of this, the
resulting sketch will resemble a hand-drawn sketch 2 much more, which will make it simpler for law enforcement authorities to modify the
application.
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FIG 1: Forensic Face Sketch Recognition Using A Deep Learing

Il. Existing System

A photo-sketch recognition technique developed utilizing a Multi scale Markov Random Field Model was proposed by Xiao Ou Tang and
Xiao gang Wang. In order to find a match, the project can synthesis a given sketch into a photo or a provided photo into a sketch. They
converted the available photographs into sketches first, trained the model to minimize the discrepancy between photos and sketches, and
increased the recognition model's overall effectiveness. They used a few samples for testing where the faces from the photographs were
synthesised into sketches and created by a sketch artist. The model was then trained using 60% of the data and tested using the remaining
40% of the data. The outcomes were impressive generally, however Based on the measured SIFT Descriptor distance between the sketches
and the database's face images, the suggested method showed results. Using Tang and Wang's suggested model, the computer first transforms
the face pictures using a linear transformation before applying the sketch. For greater accuracy, consider the distance between photos in the
databases 4 as well as the descriptor distance in comparison to the face photo. but was unable to produce effective outcomes .P. C. Yuen and
C. H. Man also suggested a technique for looking up human faces using sketching. This technique turned sketches into mug photographs,
then used some local and global variables specified by the face matching algorithms to match those mug shots to faces. However, in certain
instances, it was challenging to match the human faces in the mug images with databases like the FERET Database and the Japanese
Database. The proposed method's accuracy in the experimental findings was around 70%, which was acceptable but fell short of the precision
required by the law enforcement department. The issue with all of the suggested algorithms was that they matched the front-facing human
faces with the face sketches, which made it simpler to map both the drawn sketch and the photograph of a human face. However, the
algorithms were less likely to map and match with a face from the database that was front looking when a photograph or drawing was
gathered with their faces facing different directions. There are even systems that have been proposed for composite face construction, but
the majority of these systems use facial features that were taken from photographs, selected by the operator based on the witness's
descriptions, and then combined to form a single human face, making it much more difficult for humans and any algorithm to match it with
a criminal face because each facial feature was taken from a separate face photograph with varying dissimilarities. Existing Systems have
numerous drawbacks with regard to each individual strategy. Overall, hand-drawn sketches are used for face identification, which has the
following drawbacks:

I11. Proposed System

According to the specifications provided by the witness, the proposed system model builds a standalone application that enables users to
generate precise composite facial sketches using preset sets of facial traits that are provided as resizable and movable tools. The face sketch
creation and face sketch identification phases of this model's implementation are included. To complete these steps, authentication is
necessary. To do this, we first check the system's MAC address and IP address, after which it grants access to the login page. The
authenticated user must provide their login information, including their email address and password, on the login screen. Once these credits
Once these creditsare accepted as true, an OTP is issued and the user is able to log in to the home page. The user can find the main page on

1.Creating a facial drawing using the dashboard: This step entails creating an application that allows users to submit individual hand-drawn
features to the platform, which will subsequently be transformed into a set of application components*® as well as providing a set of
individual elements—e.g., eyes, ears, mouth, etc.—selected to generate face sketches. Because of this, the resulting sketch will resemble a
hand-drawn sketch much more, which will make it simpler for law enforcement authorities to modify the application. Even uploading an
earlier hand-drawn sketch would be permitted by our system, allowing the law enforcement agency to use the platforms considerably more
effective deep learning algorithm and cloud infrastructure to identify the culprit. In order to provide the user with all of the suggestions, the
machine learning system would learn from the sketches and the database.

2. Face identification from sketches: Database Dashboard : This step entails comparing the faces where the database record and the current
face sketch match. It is necessary to choose and open the matching sketch on the platform. The platform must now be opened with the Face
Sketch that has to correspond. For increased security, the Sketch is then posted to the server. If the Face Sketch, when compared to the
Record, reveals more information (¢} If not, the sketch record will be used instead.
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V. SYSTEM ANALYSIS AND DESIGN

A. Security and Privacy: Security and privacy are the law enforcement department's top priorities before implementing any system. In light
of this, the following security protocols are implemented in the application's design in order to safeguard privacy.

1. Machine Locking: The Machine locking method uses two locking parameters—one software and one tackle locking parameter—to ensure
that an operation that has been put on a system cannot be altered or managed on any other system. Hard drive serial numbers with Zilch’s
are known as HD IDs, as are NET IDs, tackle IDs, and MAC addresses.

2. Two Step Verification: The operation cannot be used if it is disentangled from the garcon since the system on which it is placed is
connected to a centralized garcon on the enforcement department's point that houses the database and other key aspects of the operation.
When you use outstations that are connected to a central computer, you are performing calculations from a central location. If the peripherals
are physically connected to the main computer, the computer can operate them all directly, or they can be connected via a terminal connector.
The outstations may also be able to connect to the main computer across the network if they have the necessary capabilities. The outstations
could, for instance, be thin visitors or traditional outstations. It provides little protection.

3. Centralized Usage: The enforcement department's website's central server, which houses the application's database and other crucial
functions, is connected to the system where the application is installed; as a result, the application cannot be utilized if the server connection
is broken. Computing that is done centrally at terminals connected to a main computer is referred to as centralized computing. If the
peripherals are physically linked to the main computer, the computer can control them all directly, or they can be connected via a terminal
server. Alternately, if the terminals are equipped with the necessary features, they might be able to establish a network connection with the
main computer. The terminals could be thin clients or text terminals, for instance it provides more. If the peripherals are physically linked to
the main computer, the computer can control them all directly, or they can be connected via a terminal server. Alternately, if the terminals
are equipped with the necessary features, they might be able to establish a network connection with the main computer. The terminals could
be thin clients or text terminals, for instance it provides more.

B. Backward Compatibility: The main drawback of implementing any new system is the difficulty of switching from the old method to the
new one, which wastes time and resources. To address this issue, we built our application to allow users to upload hand-drawn sketches and
utilize them to identify the offender using deep learning methods and cloud infrastructure.

C. Face Sketch Construction using Drag and Drop: With a collection of predetermined facial characteristics provided as a tool that allows
you to resize and move according to the conditions/instructions, this procedure enables you to make accurate emulsion facial sketches. The
human face is then divided up into colorful facial characteristics like the head, eyes, eyebrows, lips, nose, and cognizance. Some key wearable
components like headdresses, spectacles, etc. can also be employed in the procedure. The machine learning system would gain knowledge
and, in the future, would offer all the facial traits that might fit the single identified point and would work to assist in finishing the compound
face drawing much more quickly and critically.

D. Technology Stack : Ava: Java is a computer language that many websites and applications require to function. Java offers strong
development tools like the debugging-capable Eclipse SDK and Net Beans, which provide an integrated development environment. Java
FX: A group of graphics and media packages called Java FX give programmers the ability to design, build, test, debug, and deploy a variety
of client applications on a variety of platforms. Without writing any code, we develop the user interfaces in this case using Java FX scene
builder. Scene builder generates FXML Markup as you construct the user interface 2% (UI), which developers may import into an integrated
programming environment (IDE) to add business log Web Services from Amazon AWS:AWS provides the most advanced capability to
offer a wide range of services that provides.
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E. System Flow:
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FIG2: System Flow

This diagram displays the general operation of the system, beginning with the login screen that ensures a two-step verification procedure.
Additionally, you may utilize the tool to produce hand-drawn sketches or drag-and-drop composite surface sketches. The application uses
image processing and computer vision algorithms to match the sketch to the database and display the similarity ratio between the sketch and
database photo after performing a feature extraction method on each image.

Phase 1: Building a facial drawing using the dashboard

The primary goal of Phase 1 should be to create a face sketch, which can be done by digitally dragging and dropping the various facial
features (such as the head, hair, nose, lips, eyes, and so on). According to the victim's or an eye witness's description.
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FIG 3: Flow Chart For Creating A Sketch In The Application
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FIG4: User Interface Of The Application (With Facial Features Been Dragged On The Canvas)
Phase 2: Dashboard to Recognize Faces in Database for Face Sketch Recognition

Phase 2 should primarily concentrate on accurately and confidently identifying a face sketch in law enforcement agencies' face photo records.
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FIG 5: Flow Chart For Recognising A Sketch In The Application
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The graphic above demonstrates how the first step in using the facial recognition platform is to establish an existing profile with law
enforcement that corresponds to our platform by training and creating ! the recognition platform's algorithm 4] and assigning facial
recognition codes to current users. Register with the police. In order to accomplish this, the platform's algorithms establish a connection to
the data, break each face image [*°! into a variety of smaller features, and give identifiers to many features created for a single face image.
The module is now created primarily to run on a law enforcement server for security protocols, to be run when the user first Zopens a hand-
drawn sketch or a built-in face sketch on our platform 2?1 is registered on the server, then the sketch of the user's face is uploaded to the
server.
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FIG 8: Face Sketch Been Mapped On Platform

VI. FUTURE SCOPE AND CONCLUSION

The 'Forensic Sketch Reconnaissance' Project is currently set up to work on a few scenarios, including face sketch [ matching those sketches
with face pictures ™ in law enforcement records. The platform can be further upgraded in the future to work in a variety of settings and
technology 2%l enabling it to investigate [*° different media and surveillance ] mediums and produce content with a far wider audience.
Using 3D mapping and imaging techniques, the platform may be adjusted to match the Face Sketch with the human faces from the video
feeds, and the same can be done with video surveillance (CCTV) to do facial recognition™4 on the live CCTV footage using the Face Sketch.
Social media platforms are a significant source of data in today's society, thus the platform can also be connected to them. This platform's
ability to find a lot more precise match for the face sketch would be improved by connecting it to social media, making things much more
exact and speeding up the process. The platform might contain unique characteristics that are simple to update when compared to related
studies in this field, boosting total security and accuracy by standing out amid all pertinent work and suggested systems in this sector.From
the first splash screen to the last screen to retrieve data®! from the records, the project "Forensic Sketch Reconnaissance 1" has been created,
developed, and finally tested with real-world scenarios in mind. In each scenario, security, privacy, and accuracy 2 have been prioritized
as the most important factors. The OTP system also proved its ability to limit the use of previously generated OTP and even generate a new
OTP every time the OTP page is reloaded or the user attempts to re-log in the platform. The platform performed admirably by blocking
platform use if the credentials®® did not match those associated with the user in the database™'.When compared to similar research in this
field, the platform also offers characteristics that stand out, boosting overall security[*°l. The project "Forensic Sketch Reconnaissance [7]"
has been designed, developed, and eventually tested with real-world scenarios in mind, from the initial splash screen to the last screen to get
data [8] from the records. Security, privacy, and accuracy [12] have been ranked as being the most crucial aspects in each case. The OTP
system also demonstrated its capacity to restrict the usage of previously produced OTP and even to generate a fresh OTP each time the OTP
page is refreshed or a user tries to log in again to the platform. By preventing platform use if the credentials [9] did not match those linked
to the user in the database [11], the platform performed excellently.
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