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ABSTRACT:  

 

In the present day, online social media holds a dominant position in various aspects. There is a significant increase 

in the number of users utilizing social media platforms every day. The primary advantage of these platforms is the 

ease of connecting and communicating with people. However, this convenience has also opened doors to potential 

attacks such as fake identity and false information. A recent survey has revealed that the number of accounts on 
social media is considerably greater than the actual number of users, indicating a significant rise in fake accounts 

in recent years. The rise in fake accounts in recent years has presented a significant challenge for online social 

media providers, as identifying these accounts has proven to be difficult. The presence of fake accounts has led to 

a surge of false information and advertisements on social media platforms. Traditional methods for identifying 

fake accounts have become outdated due to the advancements in fake account creation. To combat this issue, new 

models have been developed using different approaches, such as automatic posts or comments, spreading false 

information, or spamming advertisements to identify fake accounts efficiently. 

The rise in fake account creation has led to the development of various algorithms with different attributes to 

combat the issue. Previous algorithms such as Naïve Bayes, Support Vector Machine, and Random Forest have 

become inefficient in detecting fake accounts. To address this problem, a new method was proposed in this research 

to identify fake accounts accurately. The approach involved the use of a gradient boosting algorithm with decision 

trees comprising three critical attributes: spam commenting, artificial activity, and engagement rate. By combining 

machine learning and data science, the proposed method provided an accurate prediction of fake accounts. 
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I.INTRODUCTION 

 

Social media has become an integral part of modern society, serving various purposes such as staying connected 

with friends and sharing news [1]. The user base of social media platforms has been rapidly increasing [2]. Among 

these platforms, Instagram has gained significant popularity among users. Instagram has become one of the most 

widely used social media platforms, with over 1 billion active users [3]. Since the emergence of Instagram, 

individuals with a substantial following have been referred to as social media influencers. These influencers have 

now become a preferred choice for businesses to advertise their products and services. Social media has both 

positive and negative effects on society [4]. The rise of online fraud and the spread of false information are growing 

concerns associated with social media usage. False information is often disseminated through fake accounts, which 

have become a significant source of misinformation on social media platforms [5]. Companies that invest substantial 

amounts of money on social media influencers need to verify whether their followers are genuine or not [6]. 

Therefore, there is a pressing need for a tool that can accurately detect fake accounts. In this study, we employ 

machine learning classification algorithms to identify fake accounts based on factors such as engagement rate and 

artificial activity [7]. 
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                        Fig 1.1 Graph Showing increase in number of Fake accounts over the years 

 

II. EXISTING SYSTEM 

The current systems utilize a limited number of factors to determine the authenticity of an account, which has a 

significant impact on the accuracy of the decision-making process [8]. The use of a limited number of factors 

reduces the precision of the decision-making process considerably [9]. The creation of fake accounts has seen an 

exceptional improvement, surpassing the capabilities of the current software and applications used for detecting 

them [10]. As a result, existing methods have become obsolete. The Random Forest algorithm is the most commonly 

used algorithm in fake account detection applications [11]. 

The Random Forest algorithm has some limitations, such as its inefficiency in handling categorical variables that 

have varying numbers of levels [12]. Additionally, increasing the number of trees in the algorithm can negatively 

impact its time efficiency. 

III. PROPOSED SYSTEM 

The current system employs the Random Forest algorithm to detect fake accounts, which is effective when all 

inputs are present and accurate [13]. However, when some inputs are missing, the algorithm's ability to produce 

accurate output is compromised. To address this challenge, we propose the use of a Gradient Boosting algorithm 

in the new system [14]. 

The proposed system for detecting fake accounts employs the Gradient Boosting algorithm, which shares 

similarities with the Random Forest algorithm in that decision trees are the primary component [15]. However, our 

approach differs in the methods used to identify fake accounts, which include analysing spam commenting, 

engagement rate, and artificial activity [16]. These factors are incorporated into decision trees and utilized in the 

Gradient Boosting algorithm for detecting fake accounts with improved accuracy [17] . 

The Gradient Boosting algorithm is advantageous in that it can produce output [18] even when some inputs are 

missing, which was a significant factor in choosing this algorithm [19] for the proposed system. As a result of 

utilizing this algorithm, we were able to achieve highly accurate results in detecting fake accounts [20]. 

IV. DETECTION STRATEGY 

Our research defines an account as fake when it fails to meet the minimum engagement rate [21], exhibits artificial 

activity, or has a history of spam comments. 
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A. Web Scraper 

A Web Scraper is a tool that extracts data from websites [22]. In our system, when a user enters a link to a social 

media account, we utilize the Outwit Hub Web Scraper to extract the relevant information from the social media 

site. 

Our system extracts various data points from the social media site, including login activity, total likes, total 

comments, number of posts, number of followings, and number of followers. 

B. Calculation of Engagement rate 

The engagement rate is a key metric used to measure the level of interaction [23] that a post or story receives on 

social media. It is calculated as the percentage of the audience that interacts with a post. By comparing the number 

of interactions to the number of followers, we can evaluate the engagement rate. 

Interactions on social media can include likes, comments, and shares. Fake accounts often have a large number of 

followers but a very low number of interactions. By comparing the engagement rate of popular accounts to semi-

popular accounts, it is easier to identify fake accounts. The engagement rate is a crucial metric because a lower 

rate of audience engagement indicates that the account is likely fake. 

                                                              

C. Artificial Activity 

When social media activities such as liking, commenting, and sharing occur at an unusually high frequency, they 

are considered artificial activities, often associated with the use of bots. We also analyse the number of likes, 

comments, and shares made by an account since its creation to identify fake accounts [24]. If an account has made 

an excessive amount of likes or comments, it is likely to be a fake account. The term "enormous" refers to a number 

of likes or comments that is beyond what an average social media user would typically achieve. We also take into 

account the duration of time the account has been active before making any conclusions. In addition, we consider 

factors such as incomplete account information and verification status of the mobile number and email. 

 

 

 

 

D. Spam Comments 

At this stage, we analyse the comments made from the account in detail. We check if the comments are generic 

and lack substance, which is a characteristic of bot comments [25]. We also compare the total number of comments 

made by the user since the creation of the account with the average comments made by users on that particular 

social media platform. An account may be identified as fake if there is a significant difference between the total 

number of comments made by the user and the average number of comments made by users on that particular 

online social network (OSN). Additionally, comments that contain generic or irrelevant content, as well as 

comments that include links, may also be flagged as spam comments and indicate that the account is fake. 

 

E. Detection of Fake Accounts 

The collected data from the website, including login activity, total likes, comments, number of posts, followers, 

and followings, is combined to compute the engagement rate, artificial activity, and spam comments. Decision 

trees are created based on these factors using the gradient boosting algorithm. These decision trees are then used 

to detect fake accounts. 
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                    Fig 4.2 Architecture Diagram  

V. EVALUATION: 

A.  Decision Trees 

     The decision trees are constructed based on the success rate, specifically by examining the values that contain 

more fake accounts. Initially, the engagement rate is used as the root node for the first tree, with artificial activity 

and spam comments as child nodes. The third tree is constructed with spam comments as the initial node, followed 

by artificial activity and engagement rate as subsequent nodes. The second tree is created with artificial activity as 

the root node, followed by engagement rate and spam comments as subsequent nodes. The first tree is built with 

engagement rate as the root node and artificial activity and spam comments as child nodes. The third tree is 

constructed with spam comments as the initial node, followed by artificial activity and engagement rate as 

subsequent nodes. The second tree is created with artificial activity as the root node, followed by engagement rate 

and spam comments as subsequent nodes. The first tree is built with engagement rate as the root node and artificial 

activity and spam comments as child nodes. 

 

 

B.  Gradient boosting  

      Gradient boosting is a highly effective algorithm for solving classification problems, especially when given 

accurate input values and a large amount of training data. Its core principle is based on combining multiple weak 

learners to form a strong rule. One of the key advantages of the gradient boosting algorithm is its ability to make 

predictions even when one or more input factors are missing. This is because the algorithm combines multiple 

decision trees to form a strong prediction model. The algorithm relies on several key terms, including pseudo 

residuals, shrinkage, decision trees, and prediction values. Pseudo residuals refer to the difference between the 

predicted and actual values, while shrinkage controls the contribution of each tree to the overall prediction model. 

The decision trees themselves are used to make individual predictions, which are then combined to create the final 

prediction value. 
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VI. ALGORITHM 

 
 The inputs for the gradient boosting algorithm include a training set, a loss function L(y,F(x))     that is 

differentiable, and the number of iterations M. 

Algorithm: 

I. Initialize the model by setting a constant value: 

        F0(x) = argmin(c)ΣL(yi,c) 

II. For m = 1 to M: 

1.Compute the so-called pseudo-residuals: 

        ri = - ∂L(yi,F(xi))/∂F(xi) 

2.Fit a base learner (e.g., a decision tree) to the pseudo-residuals, i.e., train it using the training      set: 

        hm = argmin(h)ΣL (yi, Fm-1(xi) + h(xi)) 

3.Compute the multiplier (λ) by solving the following one-dimensional optimization problem: 

        λm = argmin(λ)ΣL(yi, Fm-1(xi) + λhm(xi)) 

 4.Update the model: 

        Fm(x) = Fm-1(x) + λmhm(x) 

 

  III. Output the final model: 

               F(x) = Fm(x) 

Note: In this algorithm, L (y,F(x)) represents a differentiable loss function, such as mean squared error or binary 

cross-entropy, used to measure the difference between the predicted values and the actual values. The training set 

includes a set of input features (x) and their corresponding output labels (y). The number of iterations (M) is a 

hyperparameter that determines the maximum number of decision trees that can be added to the model. 

http://www.jetir.org/


© 2023 JETIR June 2023, Volume 10, Issue 6                                                                    www.jetir.org (ISSN-2349-5162) 

JETIR2306868 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org i639 
 

A. Random Forest: 

Random-forest also known as random-decision-forest is one of the methods that correspond to the category 

ensemble learning methods. This method is used in machine learning due to its simplicity in solving regression 

problems as well as classification. Random-forest, unlike the decision tree method, generates multiple decision 

trees, and the final output is collectively the result of all the decision trees formed. 

Similarly, we deployed the random forest [9] method for profile detection. The data is fed to the model and 

corresponding outputs are obtained. While training, the bootstrap aggregating algorithm is applied for the given 

set of X = x1, x2.......xn and Y = y1, y2.......yn responses, repeatedly (B times) random sample is selected and fits 

the trees(fb) to the sample. After training the predictions for a given sample(x’) is calculated by the formula 

specified below: 

 

                                  

                           
XG Boost: 

XG Boost is another ensemble learning method used for regression. this implements the stochastic gradient 

boosting algorithm. Random forest has a drawback, it is efficient only when all inputs are available i.e., there is 

no missing value. To overcome this, we use a gradient boosting algorithm. 

 

As per the boosting algorithm, firstly, F0(x) is initialized. 

                              

Then iterative calculation of gradient of loss function takes place 

                                 

Finally, the boosted model Fm(x) is defined 

                       

α is the learning rate 
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γm is the multiplicative factor 

 

Comparing methods:  

In the comparison chart below we observe accuracy of different models namely random forest, xg boost, ada boost, 

and decision tree. The maximum accuracy is achieved by XG boost that equals to 0.996. Further we have decision 

tree and random forest with approx similar accuracy of 0.99. At last we have ADA boost. 

Histogram for accuracy comparison and the ROC curves are as follows: 

                              
VII. CONCLUSION 

This research proposes a novel approach for detecting fake accounts on OSNs through the utilization of machine 

learning algorithms. By leveraging the full potential of these algorithms, we have been able to eliminate the need 

for manual identification of fake accounts, which typically requires a significant number of human resources and 

time. The current systems for detecting fake accounts have become outdated due to the continuous evolution of 

fake account creation methods. The factors that the existing systems relied on are no longer reliable. To overcome 

this challenge, we used more stable and reliable factors such as engagement rate and artificial activity in our 

research. This approach has significantly increased the accuracy of our prediction models. 

The identification of fake accounts on social media platforms like Facebook and Instagram has becomes a 

challenging task. Machine learning is the most commonly used technique to detect such accounts. Subsequent 

models attempted to overcome this limitation, such as in where features like the user's age, registered email 

address, and location were used. However, with the advancement in the creation of fake accounts, these methods 

have become increasingly inefficient in detecting them. As a result, service providers adopted new approaches to 

detect fake accounts by altering their algorithms, as demonstrated in, where the METIS clustering algorithm was 

employed. This algorithm clusters the data into various groups, making it easier to distinguish fake accounts from 

genuine ones. In, the Naïve Bayes algorithm was used instead. The probability of the features utilized was 

computed and substituted into the Naïve Bayes formula, and the resulting value was compared to a reference value. 

If the computed value was less than the reference value, the account was deemed fake. 
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