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Abstract 

In this article, we proposed a learning based methodology for task scheduling in cloud computing towards leveraging performance of 

cloud infrastructure. It also enables consumers to have their Service Level Agreements (SLAs) satisfied with resource optimization. 

Deep Reinforcement Learning (DRL) technique is used in the proposed methodology for making scheduling decisions. Towards this 

end an algorithm known as Intelligent Learning based Task Scheduling (ILTS)is proposed and implemented. The proposed algorithm 

exploits agent based iterative approach that makes use of action-space, state-space and reward function to make well informed 

scheduling decisions. With the action-feedback iterations, the algorithm can make accurate scheduling decisions that improve energy 

efficiency and improve Quality of Service (QoS) in execution of jobs in cloud. DRL involves state transition in each stage and there is 

update of its Q-table through underlying deep neural network. We made experiments with different workloads. Our empirical study 

has revealed that the proposed system is better than existing methods in terms of success rate, energy efficiency and execution time.  

Keywords – Task Scheduling, Service Level Agreements, Cloud Computing, Machine Learning, Deep Reinforcement Learning  

 

1. INTRODUCTION  

Cloud computing has emerged to offer solutions to real world problems with its scalable computing resources. Due to plethora of 

benefits, organizations are increasingly using cloud infrastructure for storage and computing. As a result, number of users of given 

cloud platform has experienced exponential growth. In presence of Service Level Agreements (SLAs) between consumers and service 

provider, there is need for optimization of cloud infrastructure usage to bring equilibrium between service provider and users in terms 

of utility and satisfaction [2]. In presence of dynamic characteristics of user workloads (jobs), proper scheduling is indispensable to 

ensure energy efficient scheduling and meet Quality of Service (QoS) requirements of users. Many existing heuristics based methods 

suffer from mediocre performance in task scheduling as the environment is highly dynamic and heterogeneous in nature. Artificial 

Intelligence (AI) has emerged to solve problems in many real world applications [3]. 

Many contributions were found in the literature on task scheduling in cloud. Hongjia et al. [2] explored different DRL applications, 

corresponding frameworks and underlying implementations. Zhaolonget al. [5] considered 5G enabled vehicular network integrated 

with IoT. They explored DRL based approach to control traffic. Ji et al. [7] exploited DRL technique for MEC environment. They 

proposed a methodology for computational offloading and the offloading decisions are made based on DRL. Junfeng et al. [8] 

proposed a methodology based on regional resource scheduling. This technique has potential to deal with diversified workloads. 

However, their methodology is based on DRL technique in edge computing scenario. Ali et al. [9] considered different workflows that 

are scientific in nature. Those workflows re scheduled in such a way that their method shows better performance. From the review of 
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literature, it is understood that there is need for more efficient DRL based approach for efficient task scheduling. Our contributions in 

this paper are as follows. 

1. We proposed a learning based methodology for task scheduling in cloud computing towards leveraging performance of cloud 

infrastructure. It also enables consumers to have their Service Level Agreements (SLAs) satisfied with resource optimization. 

2. An algorithm known as Intelligent Learning based Task Scheduling (ILTS) is proposed and implemented. The proposed 

algorithm exploits agent based iterative approach that makes use of action-space, state-space and reward function to make 

well informed scheduling decisions.  

3. A prototype is built to evaluate proposed methodology and ILTS algorithm.  

The remainder of the paper is structured as follows. Section 2 reviews related works. Section 3 presents the methodology of our 

system. Section 4 presents results of our study. Section 5 concludes our work and gives scope for future work. 

 

2. RELATED WORK 

This section presents review of literature on existing scheduling methods that are based on deep learning. Mingxi et al. [1] proposed a 

DRL based methodology for task scheduling. It could leverage performance due to consideration of runtime situations in making 

decisions. Hongjia et al. [2] explored different DRL applications, corresponding frameworks and underlying implementations. Ding et 

al. [3] focused on Q-learning process which is crucial in making good decisions at runtime in terms of dynamic scheduling. Their 

approach was found to be energy efficient and could cater to dynamically changing workloads. Qu et al. [4] focused on edge-cloud 

where cloud resources and edge resources are integrated. Their method makes use of edge cloud resources in order to improve latency. 

They built an offloading method for efficient scheduling of jobs. Zhaolonget al. [5] considered 5G enabled vehicular network 

integrated with IoT. They explored DRL based approach to control traffic.  

Jiechao et al. [6] used a methodology based on machine learning in order to predict workloads in cloud. It is important because of the 

prediction of workload; the system can have its planning for proper scheduling of jobs. Ji et al. [7] exploited DRL technique for MEC 

environment. They proposed a methodology for computational offloading and the offloading decisions are made based on DRL. 

Junfeng et al. [8] proposed a methodology based on regional resource scheduling. This technique has potential to deal with diversified 

workloads. However, their methodology is based on DRL technique in edge computing scenario. Ali et al. [9] considered different 

workflows that are scientific in nature. Those workflows re scheduled in such a way that their method achieves both load balancing 

and efficient resource provisioning. Zhaolong et al. [10] proposed a DRL based technique to deal with traffic associated with smart 

vehicular networks. Jun et al. [11] investigated UAV networks and used RL towards cluster task scheduling.  

Wenhan et al. [12] performed offloaing of tasks to edge cloud in the presence of Mobile Cloud Computing (MCC). It was done based 

on DRL and offloading of computations. Zhiyuan et al. [13] studied on the energy efficiency in resource allocation in cloud 

environment using deep learning models. Ning et al. [14] considered intelligent resource application approach in presence of 

blockchain technology for both security and privacy preserving actions. It is based on the RL enabled approach. Mushu et al. [15] 

considered vehicular networks and enabled them with DRL technique in order to have collaborative computing in edge cloud 

environment. This was done towards more efficient usage of vehicular networks. Ying et al. [16] proposed a methodology for DRL 

based resource allocation in cloud with dynamically changing environment in place. They also investigated on edge resource. From 

the review of literature, it is understood that there is need for more efficient DRL based approach for efficient task scheduling.  

 

3. PROPOSED TASK SCHEDULING SYSTEM  

We proposed a novel scheduling approach based on DRL which has potential to improve performance of cloud infrastructure. It also 

benefits cloud consumers in terms of meeting SLAs and getting improved Quality of Service (QoS). The following sub sections 

provide more details about our proposed task scheduling system.  
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3.1 Problem Definition  

Provided number of user jobs arrived at cloud infrastructure, efficient scheduling to see that the jobs are executed with efficiency in 

terms of energy conservation and meeting QoS needs of users is the main problem considered in this research. Since cloud 

infrastructure gets several thousands of jobs form multiple users, allocating resources to those jobs and ensure reduction in 

consumption of energy through efficient scheduling is given paramount importance. Therefore, this research is aimed at building a 

deep learning based framework for energy-efficient and QoS-aware task scheduling in cloud environment.  Success of the proposed 

framework is measured in terms of energy efficiency and meeting QoS requirements.                

3.2 System Model 

Our system model includes a cloud platform, data centre with number of physical machines and VMs. There are number of users or 

cloud consumers from whom jobs arrive from time to time. Such jobs are to be scheduled efficiently in such a way that it saves energy 

of cloud infrastructure besides improving QoS for consumers. It also conserves cloud resources with improved utilization. The 

workload of cloud users contains tasks with different requirements that are to be considered by the proposed system. In other words, 

our system has to satisfy users’ QoS requirements. Therefore, energy efficiency and meeting SLAs is given importance in our system 

model which is illustrated in Figure 1. The novelty of our system is that it exploits learning based approach at runtime instead of using 

traditional heuristics based methods. In the wake of emerging AI to solve problems in different fields, our system makes use of AI 

based runtime assessment to make scheduling decisions. While making decisions, our system considers a server, which consumes less 

energy and meets desired SLAs, for scheduling.  

 

Figure 1: Our system model for DRL based task scheduling 

End users are connected with the system through an application. They submit jobs with different requirements. The jobs are to be 

scheduled in cloud infrastructure with energy efficiency and meeting QoS needs. In presence of several hundreds of servers and 

underlying VMs in cloud infrastructure the scheduling process is carried out with efficiency. Resource management module 

continuously monitors VMs and jobs being executed in computing resources. It has provision to interact with user application from 

which jobs arrive and also computing resources. The jobs are given priority and as per it they are scheduled. However, scheduling 

decisions are made by DRL based job scheduling module which considers runtime situation and feedback on actions towards 

optimization in decision making. The system model is designed to improve efficiency in scheduling in terms of energy conservation in 

cloud infrastructure and improving QoS for end users.  
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3.3 Reinforcement Learning  

RL is widely used in ML for intelligent decision making. RL exploits an agent to learn from training data. The training data, unlike 

supervised learning, has not labels for decision making. Agent need to explore training data and runtime conditions to make an 

intelligent decision. At every time step t, the state 𝑆𝑡 is observed by the agent and it makes an action 𝐴𝑡 accordingly. Then the state is 

transitioned from St to 𝑆𝑡+1. Agent is then given a reward denoted as 𝑅𝑡. This process is known as RL. We exploited deep learning for 

realizing this leading DRL.  

 

Figure 2:Illustrates the process involved in DRL 

Agent is supposed to improve decision making from time to time for optimization in energy and QoS. The crucial aspect in RL is that 

action of agent is based on specific state that helps in maximum reward. Based on its action, reward is given either positively or 

negatively. The reward function plays an important role in problem solving. Therefore, RL has its goal to maximize reward over time 

as expressed in Eq. 1.  

𝔼[∑ 𝛾𝑡∞
𝑡=0 𝑟𝑡](1) 

In RL, agent’s decision reflects probability distribution π(a | s). with given environment space S, there is action space associated with 

specific policy. In many real world problems, probability distribution is very large and generally an approximator is found to be 

feasible to manage such probability distribution. Approximator is a function that deals with many parameters and they can be tuned as 

per policy as expressed in Eq. 2.  

π(a | s)(2) 

In RL problems, deep learning models are used to play the role of an approxmator as discussed in [12]. Often Q learning is used as RL 

model exploiting deep learning. It has provision to explore for best action based on the current state. Agent maintains a value function 

denoted as Q(s, a) for each action-state pair. The value function assists the agent to determine Q-values for each action. In the long 

run, agent uses Q values towards achieving maximum reward for its action. Q-table is maintained to hold Q-values. DRL is found 

suitable for intelligent decision making in gaming and other domains. The value function is updated after completion of each step as 

expressed in Eq. 3.   

𝑄𝑡+1(𝑠𝑡,𝑎𝑡)=𝑄𝑡(𝑠𝑡,𝑎𝑡) + 𝛼(𝑟𝑡+1,𝛾𝑎𝑡+1
𝑚𝑎𝑥𝑄𝑡(𝑠𝑡+1,𝑎𝑡+1) − 𝑄𝑡(𝑠𝑡,𝑎𝑡))          (3) 

Here the learning rate is set to some value denoted by α.  Our aim in this paper to reduce energy consumption 

by data centres. The proposed system schedules jobs in public cloud in presence of unpredictable characteristics 
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of jobs with varies size of jobs and time of arrival. These constrained are fixed and they vary for different jobs 

and RL is expected to achieve best scheduling results in presence of sub dynamic jobs. RL has potential to learn 

from the runtime system without prior knowledge to arrive at intelligent scheduling decisions.  

3.4 Task Scheduling 

Deep Q learning is used in order to make decisions on scheduling. Every job is scheduled by DRL agent to a best VM depending on 

Q-values generated by deep neural networks. Based on the reward function, agent makes decisions on scheduling given job to an 

appropriate VM meeting QoS requirements of the job. The reward function and an iterative process involved in DRL helps agent to 

make an optimized decision. In our system model, which is based on public cloud infrastructure model, jobs are very dynamic in 

nature and decisions on scheduling are to be made without prior knowledge. Each job is different from other jobs and to be scheduled 

to a specific VM. When a VM is running a job, it is considered busy and any job to be assigned to this needs to be in queue. When a 

job 𝑗𝑜𝑏𝑖 is assigned to a VM, its wait time , 𝑇𝑖 
𝑤𝑎𝑖𝑡 is equal to the actual execution time of already running job 𝑗𝑜𝑏𝑖−1.  

There is an action space associated with DRL based system. For a given job, DRL assigns it to a resource named 𝑉𝑀𝑗, in the given 

action space expressed in Eq. 4.  

𝐴=[𝑉𝑀_𝑖𝑑1,𝑉𝑀_𝑖𝑑2,𝑉𝑀_𝑖𝑑3, … . . 𝑉𝑀_𝑖𝑑𝑀]                                                    (4) 

Here the total number of VMs is denoted as M. In the same fashion, there is state space in the proposed system. It is the space 

explored by agent to make decisions. Based on the runtime information available, agent makes an action that strives to ensure integrity 

of the action. Therefore, state space should be very informative to help agent in making intelligent decisions. In our system, the state 

space is expressed as in Eq. 5.    

𝑆=[𝐽𝑜𝑏_𝑠𝑖𝑧𝑒𝑖,𝑎𝑟𝑟𝑖𝑣𝑎𝑙_𝑇𝑖𝑚𝑒𝑖,𝑄𝑜𝑆𝑖,𝑇1 
𝑤𝑎𝑖𝑡, 𝑇2 

𝑤𝑎𝑖𝑡, 𝑇3
𝑤𝑎𝑖𝑡, .  . . , 𝑇𝑀

𝑤𝑎𝑖𝑡](5) 

State space is large as it needs to accommodate different possible states. In our system, reward function is another crucial aspect used 

to estimate reward for agent’s actions. Agent tries to choose a state that renders highest reward towards improving accuracy in 

decision making. The best reward is the one which maximizes energy efficiency and improves QoS. Reward function is computed as 

in Eq. 6 and Eq. 7.  

𝑇𝑖
𝑟=𝑄𝑜𝑆𝑖 𝑇𝑖⁄ (6) 

𝑠𝑖
𝑟=1 𝑇𝑖

𝐸𝑋𝐸⁄ . 𝐸𝑖(7) 

The resultant 𝑠𝑖
𝑟 and 𝑇𝑖

𝑟 is used to compute final reward that satisfies QoS needs. Based on the Eq. 6 and Eq. 7, 

reward function can be formulated as in Eq. 8.  

𝑅𝑖=𝑇𝑖
𝑟𝑠𝑖

𝑟(8) 

In essence, our system is based on DRL with underlying deep neural network which generates states that are exploited by agent in 

making intelligent decisions based on rewards for actions. Agent takes several episodes to arrive at accurate decisions.  

3.5 Proposed Algorithm  

We proposed an algorithm, as shown in Algorithm 1, known as Intelligent Learning based Task Scheduling (ILTS). An agent, 

according to our algorithm, explores state and makes an action. For every action, it receives a reward based on values on Q-table. In 

every step, Q-table gets updated. The state transition is maintained in memory space and it has its capacity. Two deep networks are 

used in our system. They are known as evaluation and target networks respectively. Their structure is same but parameters differ. 

Target network is used to generate Q-table in each step. As explored in [16], evaluation network’s parameters are copied to target 

network in every step. Every time, best case that considers energy efficiency maximization is considered for decision making.  
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Algorithm:Intelligent Learning based Task Scheduling (ILTS) 

1. For each episode e in E 

2.    Set environment to initial state 

3.    Choose an action 𝑎𝑗randomly    

4.    Schedule job j 

5. Update state 

6. Update reward 

7.    IF j ≥ t and j ≡ 0 mod f Then 

8.       IF j ≡ 0 mod η Then 

9.          Reset Qˆ= Q  

10.       End If 

11.       Choose samples 𝑆∆ 

12.       For each transition  

13. Compute target 

14. Update reward 

15.       End For 

16.       Make scheduling decision  

17.     End If 

18. End If 

Algorithm 1: Intelligent Learning based Task Scheduling (ILTS) 

As presented in the proposed algorithm, it is observed that an agent has an iterative process as part of DRL to study action-space, 

state-space and reward function in making well informed decisions. The action taken by algorithm is given response in the form of 

reward. Then, the state transition takes pace. This process continues for each job to be scheduling until there is convergence which 

makes good decision that improves energy efficiency, success rate and also takes less execution time.  

 

4. RESULTS AND DISCUSSION  

This section presents experimental results of the proposed system compared with different existing methods. The observations are 

made in terms of execution time for different workloads, success rate and energy efficiency dynamics.  
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Figure 3: Shows performance comparison in terms of success rate 

As presented in Figure 3, it is observed that different workloads are used in the experiments. When workload has 10000 jobs, Random 

method showed 47.30% success rate, Round-Robin 46.70%, Earliest 52.60% and the proposed method exhibited 80.20% success rate. 

Therefore, the experimental results revealed that the proposed method has highest success rate in efficient scheduling of different 

workloads.  

 

Figure 4: Shows performance comparison in terms of energy consumption 

As presented in Figure 4, it is observed that different workloads are used in the experiments. When workload has 10000 jobs, Random 

method showed 38.30 energy consumption, Round-Robin 38.30, Earliest 36.40 and the proposed method exhibited 26/20energy 

consumption. Therefore, the experimental results revealed that the proposed method has highest level of energy conservation in 

efficient scheduling of different workloads.   
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Figure 5: Shows performance comparison in terms of execution time 

As presented in Figure 4, it is observed that different workloads are used in the experiments. When workload has 10000 jobs, Random 

method showed 54 secondsexecution time, Round-Robin 54, Earliest 54 and the proposed method exhibited 56seconds. Therefore, the 

experimental results revealed that the proposed method has efficiency in execution time, though it takes relatively little bit more time 

over existing methods, even in presence of complex DRL operations.  

 

5. CONCLUSION AND FUTURE WORK 

We proposed a learning based methodology for task scheduling in cloud computing towards leveraging performance of cloud 

infrastructure. It also enables consumers to have their Service Level Agreements (SLAs) satisfied with resource optimization. Deep 

Reinforcement Learning (DRL) technique is used in the proposed methodology for making scheduling decisions. Towards this end an 

algorithm known as Intelligent Learning based Task Scheduling (ILTS) is proposed and implemented. The algorithm has an iterative 

process in which underlying DRL network plays crucial role in understanding runtime situation using state-space and produce action-

space based on reward function. Based on the reward or feedback for every action, the algorithm eventually makes best decision in 

task scheduling. The proposed algorithm is compared with many existing methods such as Random, Round-Robin and Earliest. 

Experiments results showed that the success rate of proposed method is 80.20%, energy utilization % is 26.20 and execution time is 56 

seconds when workload as 1000 jobs. This performance is better than all existing methods. In future we intend to improve our method 

further with optimizing parameters involved in deep learning.  
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