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Abstract: The impact of artificial intelligence and machine learning is very high on the society and in particular Machine Learning
applications usages are increasing rapidly everyday and they became indispensible with the daily activities of human beings. Accurate
learning models are very much useful nowadays and in particular decision tree classification models are needed in diversified domain
applications. The popular k-fold cross-validation technique is particularly useful in determining the predictive performance of the model.
Previous research communities had already decided that k value in k-fold cross validation must always be 10 or 20 but in real time
situations it is not always true. That is sometimes k value may be 5 or 6 or 15 and so on. In the present study by employing many standard
and UCI machine learning datasets experiments are conducted. After inspecting and observing experimental results thoroughly new
postulates such as k value in k-fold cross validation may be taken into consideration other than usual k = 10 or k = 20 in some applications.
That is, always k value should not be 10 or 20 instead k may take on any positive integer (k > 1) value.

Index Terms: optimal k value, k-fold cross validation, k = 10 or k = 20, predictive performance, decision tree classification,
machine learning models.

l. INTRODUCTION

Cross-validation in machine learning is very popular and one of the most widely used and selected data re-sampling techniques in order to
evaluate the generalization ability and capabilities of a known predictive data model and to prevent usually occurring over-fitting
problems. To build the best model for the prediction of real future cases, the learning algorithm is generally applied to the entire learning
dataset. This model should not be cross-validated. The actual purpose of cross-validation in the model building phase is to provide an
approximate estimate for the performance of this original model on new data. In general, feature selection is considered as an integral part
of the actual model building process. The intention of cross-validation technique is to find an approximate estimator of the final model on
the new data. There are no clearly stated standards, procedures, algorithms and rules for selecting the best value of k for k-fold cross-
validation and in many real and scientific experiments there is a need and lot of demand to select an intelligent, state-of-the-art and correct
k value. In particular, cross-validation technique is specifically useful for fine tuning the model parameters in order to estimate true
prediction errors of models.

Cross validation is the most popular data sampling method used to evaluate machine learning models when the dataset size is small. It uses
one parameter called k that represents groups or folds of the single datasets. Cross validation is generally used for estimating the real skill
of the machine learning model on the unseen data, which is not used in any part of the training and validation datasets. The results of k-
fold cross validation are usually presented in the form of statistical parameters such as mean, variance and standard deviation. In the
machine learning literature there exist many variations of cross validation technique. Cross validation technique is frequently used to
validate the efficiency of the model by taking training and testing sub sets of the given dataset. In machine learning it is always a good
practice of testing and knowing the stability of the model. Some techniques for finding the stability of the model are given in the following
list:

1) Stratified Cross-Validation.
2) Nested or double cross validation
3) Repeated
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4) LOOCV
5) Train/Test Split

Each method has got its merits and demerits

1) In stratified cross validation the size of each fold is same and at the same time all the class proportions in each fold is same.

2) Inthe nested cross-validation a separate cross-validation is applied within each fold of the main cross validation fold.

3) Inrepeated cross validation the cross validation technique is applied repeatedly n number of times in each main fold.

4) LOOCV the abbreviation is leave-one-out cross validation. It is an extreme case where one instance is used as a test instance and
all the remaining instances are used as training instance dataset.

5) Train/Test split. In this technique a model is evaluated by dividing the given set into training and testing datasets.

In general, a model is trained using the selected training dataset and the same model is tested using validation dataset and once the model is
validated then finally it is tested using test dataset which is not used in both training and validation. In the case of k-fold cross validation
same experiment is repeated k times and the final parameters are computed by summarizing the results. For example, in the case of
decision tree classification accuracy, average of all the validation accuracy results is computed.

Finding optimal k value in k-fold cross validation method may require many parameters including number of folds and number of iteration
to be considered. Cross validation is the most popularly used data splitting method for model validation and consequently for model
selection. In cases when k is small bias is more and in cases when k is large variance is more and the correct value of the k must be
balanced between these two special parameters.

The main goal of AdaBoost is to combine two or more selected weak learners for the purpose of improving classifier performance.
AdaBoost iteratively trains the selected weak learners and find an optimal or robust weight for each learner separately. Final classifier is
computed by combining all the weighted individual learners.

1. RELATED WORK

In many of the real time applications one training and one test dataset is not sufficient for obtaining accurate and realistic classification
accuracy results. Definitely there is a need of applying many training and testing pairs of datasets for getting reasonably correct and
accurate classification results. As a result of this datasets must be divided appropriately into groups of training, validation and test sets.
Cross validation technique and in particular k-fold cross validation technique is one such very important machine learning technique for
finding the optimal classification accuracy results in all those cases where training datasets are of small sizes by their inherent nature.

For larger training datasets there will not be a problem of dividing the dataset into more number of training and validation pairs of sets for
experimental setup purpose but there is a problem with small training datasets during the division process of many pairs of training and
validation sets.

There exist many common tactics for selecting the best k value for a given training dataset. The general rule is that fit and evaluate any
machine learning model on the training dataset and then finally verify the model prediction accuracy on the held-back test dataset. That is a
separate test dataset must be used for testing the fine tuned machine models. In many real cases extensive, sensitive analysis ideas are
required for finding k value and some of the sensitive ideas are:

1) Model behavior,

2) Model correctness,

3) Model performance,

4) Model applicability,

5) Model capacity and so on.

Numerous data classification techniques are available in machine learning. Kaushika Pal and Biraj. V. Patel [1] experimentally tried to find
the best classification algorithm for classifying the documents. The experimental results of various classification algorithms are computed
and then verified with holdout accuracy estimator and the k-fold cross validation accuracy estimator for reliability checking. Authors
experimentally proved that support vector machines, naive Bayesian, and random forests classification algorithms are far better than the
decision trees and k-nearest neighbor classification algorithms.

A fold in a cross validation consists of one training dataset and one test dataset. In k-fold cross validation accuracy is estimated for each
fold separately and then finally over all accuracy is estimated by aggregating the accuracies of all these folds. Here the main important and
also the fundamental point is that there are many possible ways for dividing the given dataset into k-folds such that in each fold one
training and one validation set is present. Dividing the dataset into folds is really considered as an optimization problem. Gunasegaran and
Yu-N Cheah [2] proposed an evolutionary cross validation algorithm for finding optimal folds of the given dataset for improving
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predictive modeling accuracy. Experimental results have shown that the results of the proposed algorithm are superior to the k-fold cross
validation method.

Tamilarasi and Uma Rani [3], have used popular six different types of machine learning algorithms such as decision trees, k-nearest
neighbor (KNN), Naive Bayes technique, Classification and Regression Tree (CART), Linear Regression and support vector machines
(SVM) to find similar characteristics on crime data and then these algorithms are tested for finding accuracy of the data. The main goal of
this research is to find efficiency and real world applicability of these classification algorithms.

Prediction accuracy is the most important technique in many data modeling techniques and there is no exception in modeling the ground
water flow. Nurhayati et al. [4] have applied and used extreme learning machine technique for modeling the ground water flow tidal
lowland reclamation. The model accuracy is measured using hold-out and k-fold cross validation methods. The experimental results have
shown that k-fold cross validation accuracy is very much better than hold-out accuracy.

The fundamental task of molecular diagnostics is to find a set of biomarkers for accurate prediction of genetic details in the case of
complex diseases of patients. In such cases the classification model must be compact, high accurate and more generalizable. Venkatesh et
al. [5] proposed an iterative technique that is effective, efficient, and applicable to many datasets particularly for genomic datasets. This
technique is particularly useful when independent dataset is not available separately. The proposed technique is practically applied on
many real world datasets and important results have been obtained.

Agriculture field provides many potential areas where many machine learning techniques are necessary for accurate and ultimate
predictions. Prediction of rice produce is a challenging task for all farmers and there does not survive any standard framework for it.
Uraiwan Inyaem [6] has proposed one machine learning technique by comparing decision tree and neural network techniques for
increasing the rice production and income of farmers.

Cross validation is primarily used for controlling the generalization errors in the case of small datasets. In many contexts and real world
situations the proposed machine learning algorithm must be compared with many competing and state-of-the-algorithms by using many
standard datasets. Usage of many algorithms, folds, datasets, parameters, repetitions, comparisons and many other settings is a complex
task. Author proposed a new protocol for drastic reduction of many potential operations of machine learning techniques. Bengio and
Grandvalet [7] have studied generalization performance details of the k-fold cross validation technique by analyzing the Eigen values
decomposition of the covariance matrix of errors.

Artificial intelligence applications are increasing day by day and Meta learning is one of the advanced fields of artificial intelligence. Many
automatic learning algorithms are used for acquiring learning experience. Cross validation is one application of Meta learning for selecting
the best learning algorithm. Cross validation is a time consuming process particularly in financially related applications involving large
datasets. Xiang et al. [8] proposed two asymptotic Meta learning algorithms for cross validation and also experimentally proved that the
proposed method has resulted significant improvements.

Test data accuracy of a machine learning model is not sufficient in determining the performance of the model and sometimes mere test
accuracy parameter is insufficient for finding over fitting occurrence of the model. Cross validation is a technique that will be used for
finding effective evaluation details of the models. In this paper Valier [9] experimentally said that cross validation is a potential technique
for performance evaluation of learning models.

In machine learning the real or actual or original performance of a prediction algorithm is generally calculated in terms of calculated error.
In cases where there is no method for finding exact prediction error then better to find an appropriate and approximate real estimator of "
true prediction error. C. Chen et al. [10] have analyzed different statistical properties of the k-fold cross validation technique and
experiments are conducted for comparing two prediction error finding algorithms. Also sensitivity results corresponding to the changes in
the training datasets are also clearly observed through experiments.

The popular technique, k-fold cross validation, is normally used for finding the success rate of classification models. Only a few members
have tried to find the best k value in k-fold cross validation. How to select the best k value and how k value affects the validation outputs is
still an ongoing hot research topic. Marcot and Hanea [11] experimentally tried to demonstrate how validation results were affected in
discrete Bayesian networks by considering dataset sizes, model structures and data dependencies. All these experiments were conducted by
taking the known statistical properties such as variance and collinearity with different k values.

A desired model selection and evaluation is generally carried out by cross validation technique and in particular it is used in decision tree
classification. In the case of general k-fold cross validation typical recommended value of k is 10 but it is not true in all cases. Karkkainen
[12] has conducted many experiments on Multilayer Perceptron neural networks for finding the characteristics of k-fold cross validation
method.

Creating a model with good generalization performance is the fundamental characteristic property in supervised learning. The given
dataset must be divided intelligently for finding the optimal generalized model. Authors, Yun and Goodacre [13] have conducted many
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experiments by taking many datasets and by using different data splitting techniques for splitting each dataset into training and validation
datasets. The experimental results have shown that the size of data decides the generalization performance of validation datasets.

Performance of the classifier model is computed based on the prediction error and this error is estimated approximately instead of
computing directly in real environment. Bias and variance parameters are used for error estimation. Rodriguez et al. [14] carried out
experiments on two classifier models using different parameters including sample sizes, number of folds, and training datasets.

Tsung [15] introduced independent assumptions for applying k-fold cross validation and different contexts are given and the explained
how these assumptions are applicable and useful. The definitions for various assumptions are clearly explained with some supports.

For large samples and folds there exist quadratic relationship between cross validation variance and its accuracy. Cross validation is
frequently used for finding the generalization capability of the learning model. Gaoxia and Wen [16] thoroughly studied the relationships
between variance and other factors such as data size, number of folds and number of runs and reported that error estimation can be
decreased by decreasing the variance.

Dehghni et al. [17] conducted experiments on various datasets and experimentally proved that k-fold cross validation method increases the
model performance accuracy when overlapping sub datasets are used in experiments and they suggested that overlapping sub datasets are
not worth full due to their extra computational effort.

1. PROBLEM DEFINITION

In many machine learning applications k-fold cross validation is commonly used for estimating the model prediction accuracy and in
particular in finding the estimated prediction accuracy of the decision tree model. Earlier researchers have predominantly decided that
good k value in k-fold cross validation might be 10 or 20. In the present paper it is argued, discussed and explained that optimal k value (k
=10 or k = 20) is not always correct in k-fold cross validation in all applications. Optimal k value is dependent on many factors such as
parameters like training data accuracy, data size, and number of classes in the training dataset and so on. In general, in many real time
applications, actual k value in k-fold cross validation should have not been taken randomly as 10 or 20. In fact optimal k value must be
determined only experimentally because each training dataset has got its own distinct and correct k value that is useful for that dataset.

Here the actual problem is how to find the correct k value for the given training dataset without always blindly assuming or take it for
granted that k =10 or k = 20 or even directly taking any random value of k.

V. EXPERIMENTAL RESULTS

In order to find optimal k value in k-fold cross validation many live experiments are conducted by employing many of the real world and
realistic UCI machine learning standard datasets. Based on very close observations of the experimental results some of the useful
conclusions and contributions are stated. Also these experimental results can be taken as the bench mark k values in many of the real and
actual applications of these training datasets. Important conclusions of experimental results are:

1. Each training dataset has its own particular and distinct or unique k-value that must be computed through experimentation only but
not randomly taken.

2. Ink-fold cross validation random k-values should not be taken into consideration in all situations.

3. Usually, though the preferred values of k are 10 or 20, that is k = 10 or k = 20 in many cases but it should not be taken in a normal
manner of take it for granted fashion without proper experimentation.

4. In the future, experimentally determined k values in k-fold cross validation can be standardized as the bench mark values of the k in
k-fold cross validation.

p
o

K in k- Folds | Classification Accuracy
94.6666
94.6666
95.9459
97.3333
97.3333
97.2789
97.2222

O INoOOBlWIN
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8 9 97.2222
9 10 97.3333
10 15 97.3333
11 20 97.2789

Table-1 IRIS Dataset folds

From the Table-1, IRIS Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Iris training dataset is 5 as
highest classification accuracy is achieved at that point in the very first time. IRIS dataset is very simple and very popular dataset in the

machine learning repository of standard datasets.

S.No | Kink- Folds | Classification Accuracy
1 2 77.1028
2 3 82.1596
3 4 85.8490
4 5 89.5238
5 6 92.8571
6 7 92.3809
7 8 91.8269
8 9 92.7536
9 10 92.3809
10 15 87.14285
11 20 91.9047

Table-2 GLASS Dataset folds

From the Table-2, GLASS Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Glass training dataset
is 6 because highest classification accuracy is achieved at that point. In the table classification accuracy is decreasing in the next increasing

order of k values.

S.No | Kink- Folds | Classification Accuracy
1 2 90.2857
2 3 93.4472
3 4 83.0459
4 5 94,5714
5 6 94.5402
6 7 95.1428
7 8 83.7209
8 9 98.8603
9 10 83.1428
10 11 83.5777
11 12 83.3333
12 13 83.1908
13 14 83.1428
14 15 83.7681
15 20 83.5294

Table-3 IONO training Dataset

From the Table-3, IONO Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for lono training dataset is
9. Here up to 9 folds classification accuracy increases steadily and when k = 10 folds the classification accuracy starts to decrease. So, only
the maximum classification accuracy value at the very first time is considered and it is taken as the value of k in k-fold cross validation.

S.No | Kink-Folds | Classification Accuracy
1 2 94.3661
2 3 95.4144
3 4 95.9507
4 5 95.5752
5 6 96.6312
6 7 98.2363
7 8 97.7112
8 9 97.7072
9 10 97.3214
10 11 97.3214
11 15 98.0180
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12 [20 | 98.0357 |

Table-4 BREAST Training Dataset

From the Table-4, BREAST Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Breast training
dataset is 7. Up to 7 folds classification accuracy increases slowly and when k = 8 folds the classification accuracy starts to decrease. After
7-folds there are ups and downs in the classification accuracy. Though larger values of k also producing high classification accuracy results
those k values are not taken into consideration and as result k should be as small as possible and it should be realistic also.

S.No | Kink-Folds | Classification Accuracy
1 2 75.4137
2 3 78.9598
3 4 75.9478
4 5 74.3195
5 6 80.0236
6 7 78.09523
7 8 79.2857
8 9 79.0780
9 10 79.8809
10 15 80.4761
11 20 79.8809

Table-5 VEHICLE Training Dataset

From the Table-5, VEHICLE Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Vehicle training
dataset is 15. Up to 15 folds classification accuracy increases slowly and when k = 8 folds the classification accuracy starts to decrease.
After 15-folds, classification accuracy decreases.

S.No | Kink-Folds | Classification Accuracy
1 2 93.7662
2 3 95.0649
3 4 95.4506
4 5 95.9740
5 6 96.3203
6 7 96.3586
7 8 96.3897
8 9 96.4762
9 10 96.9876
10 15 94.1298
11 20 94.1298

Table-6 SEGMENT Training Dataset

From the Table-6, SEGMENT Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Segment training
dataset is 15. Up to 15 folds classification accuracy increases slowly and when k = 8 folds the classification accuracy starts to decrease.
After 15-folds, classification accuracy decreases.

S.No | Kink-Folds | Classification Accuracy
1 2 94.1176
2 3 93.9393
3 4 93.7500
4 5 94.2857
5 6 94.2857
6 7 94.2857
7 8 93.7500
8 9 93.9393
9 10 93.9393
10 11 93.9393
11 12 97.0588
12 13 97.0588
13 14 97.0588
14 15 97.0588
15 16 97.0588

Table-7 INCOME Training Dataset
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From the Table-7, INCOME Dataset folds, it is clear that the optimal number of k value in k-fold cross validation for Income training
dataset is 12. Up to 11 folds, classification accuracy exhibits ups and downs and optimal value is achieved at k = 12 folds, then afterwards
classification accuracy remains constant in all the further folds.

S.No | Dataset | Dataset | Kin Classification

Name Size k-fold | Accuracy
1 Iris 150 5 97.3333
2 Glass 214 6 92.8571
3 lono 351 9 98.8603
4 Breast 569 7 98.2363
5 Vehicle | 846 15 80.4761
6 Segment | 2310 10 96.9876
7 Income | 35 12 97.0588

Table-8 Training Datasets used in optimal k-fold determination
S.No | Dataset Kin
Name k-fold

1 Iris 5

2 Glass 6

3 lono 9

4 Breast 7

5 Vehicle 15

6 Segment 10

7 Income 12

Table-9 various datasets and their respective optimal k values in k-fold cross validation

For seven UCI machine learning datasets optimal and the most appropriate k values are experimentally computed and then tabulated in
Table-9. In the future these values can be standardized in the process of determining the correct k value in the k-fold cross validation. Here
k value is experimentally determined and k is dependent on many parameters such as number of classes in the training dataset, number of
tuples, number of attributes, classification accuracy, technique that is used for k value determination and so on.

K in k-fold

EKin
X 2 k-fold

Fig-1 Optimal k values for various UCI machine learning training datasets

CONCLUSIONS

The present study experimentally explains applicability of new values of k in k-fold cross validation technique. The values k = 10 or k =
20 are the standard values which are used in applications. In the current study a new statement is made for selecting the k value. The
selection of optimal k value is dependent on many factors and parameters of the training dataset. Also k value selection differs from one
training dataset to another training dataset. In this paper actual k value selection is experimentally determined by computing classification
accuracies of decision tree classification models. The various parameters that are to be considered for optimal k value selection are dataset
size, number of distinct class labels, number of selected folds, and the size of the final test dataset and so on. In the future many more
attractive features will be considered for selecting or determining the optimal k values in k-fold cross validation and in particular when the
dataset sizes are small or very small or moderately small. In the future special methods and techniques will be considered for determining
maximum Kk value in k-fold cross validation other than decision tree classification such as neural networks, support vector machines, k
nearest neighbor classification, and so on.
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