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1.ABSTRACT 
     

        Speech Emotion Recognition (SER) is a developing research area aimed at classifying emotional states of 

speakers using their speech signals. CNNs have been widely applied in SER due to their ability to automatically 

extract relevant features from raw speech data. This paper presents a convolutional neural network model for 

speech emotion recognition. The proposed system consists of four main elements: emotion classification, data 

augmentation, model training, and feature extraction. Data augmentation involves applying various signal 

processing methods, such as pitch shifting, time stretching, noise addition, and dynamic range alteration, to the 

original speech signals. To capture the spectral information of the speech signals, the feature extraction module 

utilizes Mel-Frequency Spectral Coefficients (MFCCs) and their first and second-order derivatives. The proposed 

system is trained and evaluated using two datasets, namely RAVDESS and TESS. The emotion classification 

module employs a CNN architecture to categorize emotions into seven basic emotion categories: sad, fear, 

surprise, angry, happy, neutral, and disgust. 
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2. INTRODUCTION 

Speech is a natural form of expression, particularly crucial in remote communication, where the ability to 

recognize and interpret emotions conveyed through speech becomes vital. However, identifying emotions in 

speech poses challenges due to the subjective nature and lack of consensus on quantifying and categorizing them. 

Speech Emotion Recognition (SER) systems utilize various techniques to process and classify speech signals, 

enabling the detection of embedded emotions. These systems find applications in analyzing interactions between 

callers and agents or in interactive voice assistants. This research aims to analyze the resonance characteristics of 

recorded audio to unveil hidden emotions within speech. Speech carries diverse information, such as speaker 

identification, age, gender, locality, and emotions. Emotions play a significant role in expressing feelings, with 

speech characteristics varying based on the speaker's emotional state. Although humans can instinctively 

recognize a speaker's emotional state, implementing this ability in machines is a complex task. Emotion detection 

in speech involves extracting acoustic features such as pitch, loudness, spectral characteristics, and duration from 

the audio signal. These features are then used to train deep learning algorithms, enabling the classification of 

expressed emotions. The efficacy of the deep learning algorithm, coupled with the quality and quantity of 

extracted acoustic features, determines the overall performance of the system. 

Deep learning, as a concept, can be likened to the human nervous system. In the context of machine vision, deep 

learning models are utilized to learn from datasets containing images or audio, similar to how humans perceive 

visual information. Various deep learning models have been developed to impart a computer with visual 

perception capabilities similar to humans. Each node within a deep learning network acts as a neuron within a 

larger network, mirroring the intricacies of the human nervous system. Deep learning models constitute a subset 

of artificial neural networks, wherein algorithms progressively analyze input audio or images at deeper levels as 
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they traverse through the network layers. The prediction ultimately reaches an optimal node, generating an output 

that aligns with expectations. 

3. LITERATURE SURVEY 

Swain et al. focused on databases, feature extraction, and classifiers in their work from 2000 to 2017, neglecting 

neural networks and deep learning methods for SER systems. While their research comprehensively evaluated 

databases and feature extraction, the authors regret not exploring deep learning techniques for categorization. 

In another study, Khalil et al. reviewed discrete methods in SER that utilized deep learning techniques. The study 

discussed the advantages and disadvantages of various deep learning approaches, including autoencoders, RNN, 

CNN, and DNN. However, the researchers did not address the identified limitations of these methods. 

Anjali et al. recently published an overview of speech emotion detection methods. The research provides a concise 

examination of the different features used for recognizing speech emotions and evaluates the methods employed 

between 2009 and 2018. Although lacking in-depth analysis, the paper serves as a starting point for further 

research in this area. 

Basu et al. conducted a comprehensive study in 2020, emphasizing the importance of speech emotion datasets, 

noise removal techniques, and various classification approaches like SVM and HMM. While the investigation 

identified relevant features related to SER, it lacked a thorough analysis of contemporary methods. Deep learning 

techniques such as CNN and RNN were briefly discussed. 

Akcay et al.'s study provides comparatively in-depth analyses of records, characteristics classifiers, and emotion 

networks. The research evaluates machine learning methods for enhancing classifications. However, the study 

did not present comparative outcomes from diverse methods beyond initial findings from the respective original 

papers. 

4. DATASETS USED 

We are utilizing two datasets, namely RAVDESS and TESS, both of which can be found on Kaggle.com. 

4.1. RAVDESS DATASET 

RAVDESS is an acronym for the Ryerson Audio-Visual Database of Emotional Speech and Song. It consists of a 

total of 1440 files, obtained by having 24 actors participate in 60 trials each (60 trials per actor x 24 actors = 

1440). The database features 24 professional actors, with an equal distribution of 12 female and 12 male 

individuals, who vocalize two statements that are lexically matched and delivered in a neutral North American 

accent. The speech emotions 

expressed in this database encompass a range of expressions, including neutral, calm, happy, sad, angry, fearful, 

surprise, and disgust. 

4.2. TESS DATASET 

A collection of 200 specific words was spoken in the introductory phrase "Say the word _" by two actresses, aged 

26 and 64 years. Recordings were captured for each word, depicting seven distinct emotions: anger, disgust, fear, 

happiness, pleasant surprise, sadness, and neutrality. The dataset comprises a total of 2814 data points, represented 

by audio files. 

The dataset is structured in a manner where each individual actress and their corresponding emotions are 

organized within separate folders. Within each folder, all 200 audio files of the target words can be found. These 

audio files adhere to the WAV format. 
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5. SYSTEM ARCHITECTURE 

           

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. METHODOLOGY 

6.1 Data collection: 

               The initial step in implementing the Speech Emotion Recognition system involves                  gathering 

audio samples categorized under different emotions, which will be used for model training. For this system, the 

audio samples are sourced from the RAVDESS and TESS datasets. 

6.2 Elimination of unnecessary audio and silence: 

Unwanted audio samples are removed from the dataset, leaving only the audio samples corresponding to emotions 

such as happiness, anger, sadness, neutrality, fear, disgust, and surprise. Additionally, silence is eliminated from 

each audio sample to reduce unnecessary data. The Librosa.effects.trim function is applied to remove silence from 

the audio samples, with any sounds below 30 decibels being removed. 

6.3 Data Augmentation: 

Data augmentation is a widely used technique in deep learning that expands the training data size by generating 

new data based on existing data. In speech emotion recognition, data augmentation enhances the performance of 

deep learning models by increasing the quantity and diversity of training data. 

6.4 Feature Extraction: 
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Feature extraction involves transforming raw data into numerical features that can be processed while retaining 

the essential information from the original dataset. It yields superior results compared to directly applying 

algorithms to raw data. In this system, Mel-Frequency Cepstral Coefficients (MFCC) are utilized for feature 

extraction. The MFCC technique involves windowing the signal, applying the Discrete Fourier Transform (DFT), 

taking the logarithm of the magnitude, warping the frequencies on a Mel scale, and finally applying the inverse 

Discrete Cosine Transform (DCT). 

6.5 Model Training: 

The subsequent step is to train the Convolutional Neural Network (CNN) model using the data collected through 

MFCC feature extraction. 

6.6 Classification of speech emotions: 

When an audio file is imported, it is passed through the CNN model to detect the emotion conveyed by the audio. 

 

7.RESULTS 

Here is an overview of the model we propose. 

          

                                                       

 

    

                                Fig, Training accuracy 
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                                  Fig, Validation accuracy 

 

8. CONCLUSION 

     Within this project, we have constructed a Speech Emotion Recognition (SER) system using a Convolutional 

Neural Network (CNN) to categorize an individual's emotional state based on their audio data. The CNN model 

was specifically developed to automatically extract relevant features from the original audio data and learn to 

predict emotional categories through supervised learning. Through our experiments, we observed that the 

proposed SER system exhibited a high level of effectiveness, achieving an impressive accuracy rate of 85% on 

the testing dataset. The CNN model surpassed traditional machine learning methods commonly employed in the 

field, underscoring its efficacy in SER tasks. It is worth noting, however, that the model's performance could 

potentially have been further enhanced with a larger and more diverse dataset. 
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