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Abstract:  When Compared with the traditional approaches, such as keyboard, mouse, pen, etc., vision-based hand interaction has 

many applications in virtual reality, gaming, healthcare, defense, home automation and many more. In this paper, we proposed a 

real time hand gesture recognition system. The system uses the power of Arduino and the python code helps to transmits commands 

to the Arduino. These commands can include turning on, turning off, or toggling the state of the LED and bulbs, which can be 

further extended to home automation. 

Index Terms – Automation, Hand Gesture, Arduino. 

I. INTRODUCTION 

Hand gestures controlled LED is an innovative and interactive technology that allows users to control the behaviour of LED lights 

using simple hand movements and gestures. This technology combines the principles of gesture recognition and LED lighting to 

create a hands-free and intuitive control system. 

This component uses various sensors or cameras to detect and interpret hand movements and gestures. Advanced image 

processing algorithms and machine learning techniques are often employed to accurately recognize different gestures, such as 

swiping, waving, pointing, and more. 

The system's control unit interprets the detected gesture and maps it to a predefined action. For example, a waving gesture might 

be associated with turning the LED lights on or off, while a swiping gesture could control the brightness or colour of the LEDs. 

Once the gesture is interpreted, the control unit sends the corresponding commands to the LED lighting system. Depending on 

the gesture and its associated action, the LEDs will respond accordingly, creating visually appealing effects, patterns, or changing the 

lighting parameters as desired. The goal of static hand gesture recognition is to classify the given hand gesture data represented by 

some features into some predefined finite number of gesture classes. The main objective of this effort is to explore the utility. A hand 

gesture recognition system employs hand contour and complex moments as feature extraction methods. An artificial neural network 

with back-propagation learning classifies six gestures: Open, Close, Cut, Paste, Maximize, and Minimize. The system involves pre-

processing, feature extraction, and classification stages, wherein pre-processing isolates the hand gesture and readies it for subsequent 

stages.  

Complex moment's algorithm addresses rotation, scaling, and translation issues in hand gesture recognition. Back-propagation 

learning is used in a multi-layer neural network classifier. Results indicate hand contour achieves 71.30% recognition, while complex 

moments perform better with 86.90% recognition rate [1]. 

 

Hand gesture recognition is a dynamic field in computer vision and machine learning, focusing on systems that detect gestures to 

convey information or control devices. This nonverbal communication method finds applications in diverse areas, like aiding 

communication for the hearing-impaired, controlling robots, and enhancing human-computer interaction. The goal is to enable 

accurate identification of gestures for improved usability and interaction in various domains. Research in hand gesture recognition 

spans diverse domains such as human-computer interaction, home automation, and medical applications. Papers in this area use 

various techniques, incorporating sensor technology and computer vision. Hand signs are categorized by posture, gesture, and 

dynamic/static attributes. This review paper extensively assesses literature on hand gesture techniques, detailing their strengths and 

weaknesses in different contexts. It compiles performance data across computer vision methods, highlighting factors like 

similarity/difference treatment, hand segmentation, classification algorithms, limitations, gesture types, datasets, detection range, and 

camera types. The paper provides a comprehensive overview of hand gesture methods, discussing potential applications across 

domains [2]. Gesture recognition and teleportation are vastly applicable in the field of animation, avatar creation, and control. 

Technology nowadays takes roles to create virtual environments with virtual elements and able to work collaboratively with real-

world objects. A tangible robot or machine can be controlled intangibly through gestures with the help of technology. The idea of 

teleportation human gestures into a humanoid robot to train these robots and find out the learning outcomes comes from applying a 

leap motion controller (LMC) and Nao robot. Leap motion is a medium to teleport gestures, and the nao robot is a target machine to 

verify teleportation both devices are very much useful in elementary learning purposes. Controlling a humanoid robot through gesture 

is a practical approach, although machine learning concepts used vastly to do this (Rodriguez et al., 2014). Generally, teleportation 
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of gesture is a coordinate to coordinate mapping. Coordinate sets of human body joints are mapped to a robot body joints for 

teleporting gestures, and then the robot reacts according to human action. To simplify this coordinate to coordinate mapping, the 

LMC can quickly transfer human hand gestures into a humanoid robot and control it. The classified objective of the work was to 

teleport the human hand gesture into a humanoid robot called Nao through a LMC [3]. Hand gestures are recognized by wearing a 

data glove with a sensor. Hand shape is also detected by the data glove. Hand position is detected by a sensor attached to the glove. 

Research on gesture recognition without any kinds of devices is being carried out. For example, using two cameras, the left image of 

a hand shape and the right image are taken. Using the hand shape model, pattern matching between the images taken by camera and 

the model is performed and a hand shape is detected. 

 

II. DETECTION AND RECOGNITION OF HAND 

2.1 Recognition of the hand  

Hand gestures can be categorized into static and dynamic gestures based on hand shape and movement. Hand gesture recognition 

has been approached through wearable glove-based sensors and camera vision-based sensors. Camera vision-based techniques offer 

a more natural and cost-effective approach without requiring cumbersome gloves. Computer vision methods are used to detect 

hands using various camera types, including RGB, TOF, and thermal and night vision cameras. Several studies have been conducted 

on hand gesture recognition, focusing on different computer vision approaches such as skin color, appearance, motion, skeleton, 

depth, 3D model, and deep learning. Various applications, like clinical operations, sign language, robot control, and gaming, have 

been developed using these techniques. The paper presents a comparative review of recent studies, highlighting their approaches 

and application areas [4]. Gesture recognition involves two key challenges: hand segmentation and hand tracking. Hand 

segmentation entails identifying hand pixels in an image, often using depth cameras for improved accuracy. Various methods like 

depth thresholding, skin-color maps, and clustering are employed. Hand tracking captures hand trajectories over time, a precursor 

to dynamic gesture recognition. The Kinect and NITE framework are widely used for this purpose. Kalman filter, CAMSHIFT, and 

mean shift algorithms are applied for hand tracking. Gesture recognition involves classifying hand positions or deformations into 

specific gestures. Common gesture types include sign language, pointing, finger counting, and menu navigation. Classification 

techniques include Hidden Markov Models, k-Nearest Neighbors, Neural Networks, Support Vector Machines, and Template 

Matching. Some papers also use model-based pose estimation. Overall, gesture recognition research covers both communication-

based interactions and gesture-driven interactions, with numerous application-specific approaches to meet diverse needs [5]. The 

proposed methodology involves three main parts: image acquisition, segmentation, and classification. The process starts with 

capturing frames from a camera and defining the region of interest. The goal is to detect slight differences between similar signals 

in real-time using computer vision methods. Specifically, RGB to HSV conversion is chosen for gesture extraction. Segmentation 

plays a vital role, using binary thresholding to separate foreground and background pixels. Morphological image processing is 

applied to address imperfections like noise and texture. Erosion and dilation processes are used for gesture detection. The 

classification phase employs the LeNet-5 convolution neural network (CNN) architecture, enhanced with dropout layers to improve 

accuracy. The neural network is constructed using Keras with TensorFlow, and hyperparameter values are set accordingly. Despite 

the complexity of deep learning, Keras offers a user-friendly Network Training API. The trained network predicts gestures and 

displays the image accuracy. Overall, the system aims to achieve real-time and accurate gesture recognition. [6] 

 

2.2 Detection of the hand  

 Hand gestures are used in variety of applications as it provides interactions between humans and the computer. Many challenges 

can appear in doing this for example, the distance between humans and the object, lighting diversity, complex background, and 

present objects with skin-color similar to the hand (clutter), these factors affect the time of recognition, speed, durability, and 

efficiency of computation. On discussing the first factor the distance between the humans and the object which must be less than a 

critical value called as the object action trigger threshold. The distance between should be around 1.5-2 m exceeding this will cause 

problems in the recognition. The fingers should not be close together there should be a gap of at least 1cm for the proper detection 

of the fingers [7]. Vision based recognition systems gets affected by the intensity as it depends on lighting conditions. The light 

intensity may not be the same everywhere, hence a system is required that operates in all types of light conditions. The light intensity 

has a large impact on the visual image processing algorithms as the image segmentation depends on the colors in the image and 

these colors depends on light intensity at the time of image capturing. On considering human skin detection then the scenario is not 

same as with other objects. Different people have different skin color. Also the skin color looks different as light intensity is changed. 

Human skin absorbs light and its reflective factor is about 70%. Fluctuating illuminations affects the chromatic aspects of image. 

This can overcome by a method called illumination distribution method which is used to minimize the disturbance caused by the 

lighting. Favorable illumination will provide an accurate results [8] Skin color-based segmentation faces challenges due to factors 

like illumination changes and backgrounds. Various color spaces are used, including RGB and its normalized form, HSI, HSL, 

YIQ, YCbCr, and YUV. Skin detection involves setting threshold values for color channels (red, green, blue), with normalized 

RGB separating color from luminance. Despite simplicity, normalized RGB struggles with lighting variations. Diverse color spaces 

help tackle skin color detection, but challenges remain in maintaining accuracy across varying lighting conditions [9] Skin detection 

benefits from color space characteristics like hue/saturation and luminance. Shifting from RGB to HSI or HSV can be time-

consuming for significant color changes. Choosing a pixel within an intensity range mitigates this issue. RGB to HSV conversion 

involves Cartesian to polar transformation, potentially consuming time. HSV suits simpler images. YCbCr space, compared to 

HSV, offers simpler channel transformation for skin color detection. Detailed skin tone detection using YCbCr is discussed 

extensively. This suggests using YCbCr color space for effective and efficient skin color detection, especially under varying lighting 

conditions [10]. Hand segmentation plays an important role in most of the vision-based gesture recognition system; the main aim 

of this is to extract hand from the complex backgrounds. Some research was made on the simple background like white wall, the 

results showed that there were no issues faced in the recognition. However, the background is usually complex in real-world 

scenarios. Hand segmentation methods faces problems in the complex background, which makes the overall gesture recognition 

system sensitive to complex background, illumination variation, and occlusion. Several researchers have brought up solutions to 
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the complex background problem in gesture recognition [11]. Skin color-based methods face challenges when backgrounds have 

skin-like elements. While experiments show promise, sensitivity remains to moving objects like curtains with skin-color tones. To 

address this, a solution combining motion-based segmentation (using image differencing and background subtraction), skin color, 

and morphology techniques is employed. This hybrid approach overcomes illumination and complex background issues, enhancing 

the robustness of skin detection [12]. 

2.3 Applications of hand gesture recognition: 

Human-Computer Interaction (HCI) leverages gesture recognition to interpret hand movements for touchless command execution. 

Media Pipe, a machine learning framework, offers a solution for hand gesture recognition. This research creates a user guide 

application using MediaPipe, aiding technical understanding and problem-solving. Real-time Kinect imagery is employed for 

training and identifying hand gestures, conveying information within the guide. This innovative approach proposes MediaPipe's 

gesture recognition to enhance user guide interaction, transforming it into an interactive tool. With the rising deaf and hearing-

impaired population, Automatic Hand Gesture Recognition gains significance, enabling non-contact applications and aligning with 

modern technology trends in HCI. Sign language is the main instrument of communication among the deaf, the hearing impaired 

and the non-verbal. However, there are barriers for these groups in their daily interaction with people who do not understand any 

sign language. The recent studies in algorithm analysis and computer vision have led to the development of innovative efficient and 

accurate gesture recognition methods. Since HGR is the basis for sign language analysis [14]. Hand gestures have been used widely 

in different fields such as medicine, defence, IT industry. Hand gestures are being used to create TVs without remotes. Face 

recognition is also used to verify the user and to change channels, increase/decrease volume. To switch on or off the lights in the 

house, hand gesture recognition devices are being developed. Hand gesture recognition (HGR) is a natural kind of human-machine 

interaction that has been used in a variety of settings. In this chapter, the authors have described the application of HGR in various 

sectors. They have also explained the tools and techniques used for HGR. [15]. in recent years, several researches are being done 

to improve the means by which human to machine interaction. With the development of input devices like keyboard, mouse and 

pen are not sufficient due to this limitation direct use of hand gesture as an input device to provide natural human to machine 

interaction. [16]. Gesture recognition can be used to control devices or interfaces, such as a computer or a Smartphone, through 

movements or actions, such as hand or body movements, facial expressions or even voice commands. Gesture recognition has a 

variety of uses, including: 

Human-computer interaction: Gesture recognition can be used to control computers, smart phones, and other devices through 

gestures, such as swiping, tapping, and pinching. 

Gaming: Gesture recognition can be used to control characters and objects in video games, making the gaming experience more 

immersive and interactive. 

Virtual and augmented reality: Gesture recognition can be used to interact with virtual and augmented reality environments, 

allowing users to control and manipulate objects in those environments. 

Robotics: Gesture recognition can be used to control robots, allowing them to perform tasks based on the user’s gestures. 

Sign language recognition: Gesture recognition can be used to recognize and translate sign language into spoken or written 

language; helping people who are deaf or hard of hearing communicate with others. 

Automotive: Gesture recognition can be used in cars to control various functions such as radio, AC, and navigation systems. In 

healthcare, gesture recognition aids the rehabilitation of physically disabled patients. Hand gestures can be captured via sensors like 

data gloves, electromagnetic, or optical position sensors. However, these wearables are uncomfortable and increase setup time. 

Alternatively, computer-vision-based interfaces offer advantages: non-intrusiveness, passive sensing, multitasking cameras, and 

cost-effective hardware. Yet, such systems demand tailored algorithms, programming, and machine learning. Deploying them in 

everyday scenarios is challenging due to robustness requirements for diverse camera characteristics, scenes, lighting, and user 

variations. The article explores methods in systems addressing these challenges, focusing on feature-extraction techniques for 

gesture information and briefly discussing popular feature classification approaches. This reveals the potential and complexity of 

vision-based gesture recognition systems in healthcare and beyond in figure 1 [17]. 

 

Figure 1. Head and hand detection using depth from stereo, illumination-specific colour [17] 

 

The proposed method introduces a real-time hand gesture recognition system based on Vision and Computer Vision technology, 

utilizing a webcam for computer interaction. This technology finds versatile applications in diverse contexts, serving as an interface 

with computers. The proposed method key application involves emulating mouse functions like clicks, dragging, and scrolling. 

Additionally, it enables playing a virtual piano using distinct hand gestures for each note, and facilitates interactive gaming where 

two players engage via gestures instead of controllers. The system's simplicity and wide-ranging applications make it relevant for 

various real-world scenarios that involve human-computer interaction. 

  The system typically consists of a camera or sensor placed near the door, equipped with computer vision algorithms. As a user 

approaches the door, they perform predefined hand gestures in front of the camera. The system captures the visual data, processes 

it using image processing techniques, and identifies the gesture's pattern. Once recognized, the system translates the gesture into a 

command that triggers the locking or unlocking mechanism of the door. 

This approach offers several benefits. It enhances security by reducing the risk of unauthorized access and key-related 

vulnerabilities. It also improves user convenience, as there's no need to carry physical keys or use electronic devices. This is 
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particularly useful in scenarios where hands are occupied or when contactless interactions are preferred for hygiene reasons. The 

door locking system using hand gestures finds applications in various contexts, including homes, offices, hotels, and even public 

facilities. It blends seamlessly with modern smart home setups and adds an extra layer of sophistication to access control systems. 

However, challenges such as accurate gesture recognition, robust performance under varying lighting conditions, and user training 

for proper gestures must be addressed for the system's optimal functionality. Overall, this technology showcases the potential of 

integrating human gestures into everyday objects, contributing to the evolution of smart environments. 

III.  RESULT  

Trackers, as well as associated tethers, is uncomfortable and   Hand gesture detection with Adriano combines the power of Arduino 

with computer vision techniques to recognize and classify human hand movements in real time. To capture pictures, the Arduino 

board and cameras are combined. Visual data is processed using computer vision algorithms that detect and locate human hands in 

the acquired data. The Arduino board converts the data into recognizable commands, allowing interaction with the system. We can 

create intuitive interfaces that allow people to manage electronic gadgets using gestures and motions by properly identifying and 

monitoring hand movements. As a result, the tools used to build this prototype are divided into two categories: hardware components 

and software components. Arduino board, LEDs, a breadboard, and connecting wires are among the hardware components. Thinker 

Cade, Visual Studio Code, and the Arduino IDE are among the software components. The Arduino code is developed and downloaded 

to the Arduino board using the Arduino IDE. This code sets the given digital pin as an output and provides commands for switching 

on or off the LED. Python code is written in a text editor or an integrated development environment (IDE) that can run Python 

programs. The code creates a connection amongst the computer and the Arduino board. To establish communication, the PySerial 

module is utilized, allowing Python to transmit commands to the Arduino. Once communication has been developed, the Python 

code offers the user to enter commands to operate the LED. These commands can include turning on, turning off, or toggling the 

state of the LED. The user's input is transferred to the Arduino via the serial connection and the Arduino replies by changing the 

behaviour of the LED. 

The different hand gestures were tested to test the scope of the system. Depending on the hand gestures the results were unique. 

First the image containing the hand is analysed then once the hand is detected the number of fingers is detected. Depending upon the 

number of fingers the LED’s glow. Thus, the different results are as follows: Circuit diagram for controlling the LED is shown in 

figure 2. 

 
Figure 2. Basic circuit diagram 

1] When only index finger is viewed, the position of hand will be analysed once it is analysed the finger count is set to one (1) 

with no time delay the first LED will glow. 

 

 

 
Figure 3. Result 1 

 

 2] When only index finger and middle finger is viewed, the position of hand will be analysed once it is analysed the finger count 

is set to two (2) with no time delay the first two LED’s will glow.  

 
Figure 4. Result 2 

3] When only index finger, middle finger and ring finger is viewed, the position of hand will be analysed once it is analysed the 

finger count is set to three (3) with no time delay the first three LED’s will glow. 
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Figure 5. Result 3 

4] When only index finger, middle finger, ring finger and little finger is viewed, the position of hand will be analysed once it is 

analysed the finger count is set to four (4) with no time delay the first four LED’s will glow. 

  

Figure 6. Result 4 

5] When all the fingers are viewed, the position of hand will be analysed once it is analysed the finger count is set to five (5) with 

no time delay the all the LED’s will glow. 

  
 

Figure 7. Result 5 

 

 

 

 

 

 

 

6] Relay was connected which is used as a switch for controlling the bulb. When all five fingers are detected the bulb is turned 

on, and closing all the fingers bulb turns off. 

 

  

Figure 8. Result 6 

IV. CONCLUSION 

Hand gestured LED technology is an exciting and innovative approach to human-computer interaction. Utilizing gesture 

recognition and LED display capabilities, it offers new possibilities for user interfaces, gaming, and accessibility. By enabling a 

natural and intuitive interaction method, it enhances user experience and engagement. The technology's potential extends beyond 

personal devices to create captivating visual displays and communication in public spaces. However, challenges remain, including 

accurate gesture recognition, power efficiency, and privacy concerns. Continued research and development are crucial to refine the 

technology further. Overall, hand gestured LED holds great promise to revolutionize digital interaction and become an integral part 

of our daily lives as it advances. 
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