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Abstract :  This paper discovers the usage and studies the effect of diffusion based generation model to transform the raw training 

data of GAN into standard normal latent space. This improved the training stability and reduced resource utilization  and played a 

crucial role in decreasing the training error. Papers till date have explored the use of generating models for generating the data it is 

trained on. The research done on natural language processing shows the significance of word embedding and transforming 

unstructured data into trainable domain [1] , which involve in lot of resources for training, and there are very few papers on 

generalizing the process, as compared to the papers that exists on its applications. In this paper we are using diffusion based 

generation model as intermediate processing block on USDA food database. This offers insights into extending the application of 

GAN networks into fields that did not gain much attention till date. The main application is to prepare a meal plan by generating 

various combinations of dishes in the database so as to meet the nutritional needs. GAN that is trained directly on the food 

database was unstable and generated a huge error. The standard normalizing and de normalizing techniques were barely up to the 

help in decreasing the error. Instead of training the GAN to directly generate the data, we have stacked already trained diffusion 

based generation model at the end of GAN, that was trained to map the food data into latent space, and trained GAN network for 

time series generation of different food combinations that would meet the nutritional requirements. 

 

IndexTerms - diffusion based generation, improving the training of GAN, GAN applications, normalization, embedding vectors, data 

processing. 

I. INTRODUCTION  

The aim is to generate a meal plan that meet the nutritional requirements. Food database used is the USDA nutritional data for 

SR legacy food. The objective is to train the neural network to generate meal plan, food selected from data with portion assigned,  

based on this data, given the limits in which the meal generated should obey. Several machine learning architectures were 

considered before finalizing the architecture [2] . GAN is deployed for generating meal.  

A. Literature survey  

generative modelling has numerous direct applications including image synthesis: super-resolution, text-to-image and image-to-

image conversion, inpainting, attribute manipulation, pose estimation; video: synthesis and retargeting; audio: speech and music 

synthesis; text: summarisation and translation; reinforcement learning; computer graphics: rendering, texture generation, character 

movement, liquid simulation; medical: drug synthesis, modality conversion; and out-of-distribution detection. The central idea of 

generative modelling stems around training a generative model whose samples x~ ∼ pθ(x~) come from the same distribution as 

the training data distribution, x ∼ pd(x) [2] .  

II. NETWORK ARCHITECTURE 

A. Block diagram 

The architecture is carefully designed to meet the objective with minimum resources.  
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Fig 2.1 Network architecture 

B. Flow of the process  

In a nut shell, the main objective of the network is to generate list of food items that meet the nutrient criteria. GAN is 

employed to get the job done. The uneven nature of the data and its sparsity makes it difficult for training. Data is transformed into 

another latent space using diffusion based generation model, which is prep trained on the desired data (here it is USDA SR legacy 
food). GAN is used to predict the food along its weight, which is then fed to the discriminator. 

III. MATHEMATICAL INSIGHT     

Diving into the mathematical equations that govern the network, detailed mathematics of simple WGAN that is used for 

generating the data is given in the following sections. The discriminator is trained straight forward, with the nutritional limits, so as 

to avoid overfitting of the data. It is iteratively trained to improve accuracy. Hence smoothing the training process. Generalizing the 

discriminator speed up the process and reduces possibility of training instability.  

A. GAN and its training 

GANs consist of two networks, a discriminator D:Rn→[0,1] which estimates the probability that a sample comes from the data 

distribution x ∼ pd(x), and a generator G:Rm→Rn which given a latent variable z ∼ pz(z), captures pd by tricking the discriminator 

into thinking its samples are real. D is trained to distinguish between real and fake, samples generated by G, while G is trained to 

minimize the distance between real and its generated samples. This can be interpreted as D and G playing a mini-max game, as 
with prior work [192], [193], optimizing the value function V(G,D) 

 
[3]          (1) 

B. How is the GAN trained  

Adversarial nature of GANs makes them notoriously difficult to train; Nash equilibrium is hard to achieve, since non-

cooperation cannot guarantee convergence, thus training often results in oscillations of increasing amplitude. [2] . Through the 

analysis of the loss function, it is concluded that the training of the module is guided only by the distributed distance loss function. 

For the initial training discriminator, it does not learn enough characteristic boundaries of real data, and there is no essential 

description of the data. [4].  

Here we have enforced 1-lipschitz condition on to the GAN [5]. Instead of considering entropy loss, we compute Wasserstein 
distance and gradients are computed with respect to this loss function  

 
(2) 

where Π(Pr, Pg) denotes the set of all joint distributions γ(x, y) whose marginals are respectively Pr and Pg. Intuitively, γ(x, y) 

indicates how much “mass” must be transported from x to y in order to transform the distributions Pr into the distribution Pg. The 

EM distance then is the “cost” of the optimal transport plan.[9]  

C. Diffusion based generation 

Data to be generated is sparse and requires to be standardized. Diffusion based generation model uses a stochastic differential 

equation (SDE) that smoothly transforms a complex data distribution to a known prior distribution by slowly injecting noise, and 

a corresponding reverse-time SDE that transforms the prior distribution back into the data distribution by slowly removing the 

noise.[8].   
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Fig 3.1 SDE of diffusion based model [8] 

D. Putting it all together 

In this case the function of discriminator is made quite straight forward. It can be achieved by second order function, whose 

parameters are fine tuned to provide correct feedback to the generator. Discriminator is trained initially on the all possible data and 

first layers are freeze, then is fine tuned, with generator outputs, along with the generator.  

 
(3) 

target data distribution is  y ~ 𝑁(td,1)  
Generator is trained to minimise the distance. The most common phenomenon of dying gradients is taken care by standardizing 

the data 

Target of the generator is the  𝑥(𝑇) ~ 𝑝𝑇 , of the diffusion model. Reverse diffusion is used to extract the data and is fed to the 

discriminator.  

Gradients computed by the discriminator are fed back to the generator for training.   

E. Data analysis   

Database used here is USDA SR legacy food.  

 

 
Fig 3.1 mean distribution 
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Fig 3.2 Variance distribution 

F. Problem specific conditions 

The model has unique challenges. Data distribution is such that direct normalization will result in loss of data. The probability of 
discriminator to oscillate less due to its target distribution which is a straight forward normal curve 

y ~ 𝑁(µ,𝜎)        
µ is the mean value of the nutrition limits of food items.  

IV. IMPLEMENTATION   

A. Network architecture 

Training diffusion based generation model: 

- Determine initial levels of noise and data 

- Repeat for significant steps: 

 Injecting noise into data 

 Train model to extract noise from noisy data 

 Increase the noise level 

- Repeat above , until convergence 

B. Training Model  

Training the diffusion model to generate the data for random noise shows the following results 

When the loss was found acceptable, the training was stopped and the model is saved .  

 

 
Fig 4.1 diffusion based generation model loss vs epochs 

C. Training GAN: 

GAN training cycle comprises of 7 epochs of generator with 5 epochs of discriminator.  

For comparing the performance, GAN was trained with and  without including the diffusion model in the training loop. The 

generator and discriminator networks are same in both cases. 
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Training the GAN directly on data failed to converge for lower loss. Adding block for diffusion, consumed more resources for 

computation but converged faster and settled at lesser loss.  

Overall performance of model is evaluated based on the accuracy of generator to generate food items within the range and the 

distance of generated food items from its neighbor in the database calculated using k nearest neighbor.   

 

D. Generator training for random training cycle 

 
Fig 4.2 generator loss and accuracy vs epochs 

E. Accuracy of generator and discriminator 

 
Fig 4.3 generator accuracy and discriminator accuracy vs epochs 

F. Results and Analysis   

 GAN training time loss accuracy K nearest neighbour 

distance  

GAN model  7 sec/ epoch for 100 

training cycles 

58 65 193 

GAN model (with 

diffusion based 
generation block) 

18 sec/epoch for 20 

training cycles 

0.23 90 15 

Table 4.1 comparison table of GAN performance 

GAN has been tested for faster convergence 

 

V. LIMITATIONS AND FUTURE SCOPE   

This paper is limited to the study of the effect of data on the training of the GAN. Various issues like mode collapse has not 

been addressed. Due to limited data available, Diffusion based generation model was used as a generalised data processor. But 
there are alternate ways of data processing which are application specific.  

The objective of the model presented in the paper is to generated list of food items that meet the nutritional requirement of an 

average individual. This model can be further upgraded to generate meal plan given the age of the person by implementing a 
CGAN. Further this can be extended to incorporate functionality to select type of food and get personalised meal plan. 
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