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Abstract: In today’s informative world, identifying a person’s identity accurately and protecting the security is becoming important. 
Biometric recognition technology is becoming crucial and is widely being used. In today’s world the most convenient and secured solution 
for the identification is multimodal biometric identification, which single biometric identification cannot achieve because of the complex 
identification situations. With multimodal system, accuracy and safety is achieved which may be lacked in single identification system. In 
this paper, biometric recognition system based on face, iris and fingerprints with CNN are evaluated. Multimodal biometric system based 
on deep learning algorithm is recommended for identifying humans based on face, iris and fingerprints. The whole structure of the system 
is based on convolutional neural networks (CNN). To find out the result of the accuracy on recognition system, CNN model is made for 
unimodal recognition system. Different fusion approaches are applied to carry out the recognition system. Then the CNN model for 
multimodal biometric system is developed based on two- layer fusion. In this paper Alex-Net and VGG-19 network models are evaluated 
in experimentation part for extracting iris, fingerprint and face image features as an input to the feature fusion module.  Most of the  
empirical work is conducted using CMU PIE, CASIA and POLY-U datasets. Later based on both the studies it is concluded that multimodal 
biometric system is more accurate and reliable as compared to unimodal system. Furthermore, improvement to the multimodal biometric 
systems in terms of multi focal loss function for feature extraction was suggested. 
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1. INTRODUCTION 

Biometric is made up of two words- Bio and Metrics which means measurement. Hence biometric is a branch of information technology 
which is used to identify any individual based on its traits[1]. Every person has his physical and behavioral characteristics which helps in 
identifying and make the person unique from other others[2]. Physical attributes includes finger prints, color of iris, face and behavioral 
characteristics includes its tone, speech, signature and many more features. This uniqueness of the person helps biometric system in- 

 Identifying the person 

 Authenticating the person 

 And keeping them safe from unethical issues 

Hence biometric system is defined as a technology which is used to take both physical and behavioral attributes as input [3]and then 
analyses them to find out whether the person is genuine or fake. Biometric is used in many fields such as in banking sector, security sign-
ins, smartphone security, SIM cards, hospitals ,airports and many other sectors too[4]. Biometric system includes four basic components: 
Sensors, Processing Unit, database stores, and output interface. 

In the figure 1 biometric system, the sample is collected from the user[5]. From the available sample all the important features are 
extracted and then it is compared with the samples that are stored in the database. The person is said to be the authenticated person if 
the input sample matches with the sample which is stored in the database[6]. In this way the whole biometric system works.  
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                                                Figure1: Components of biometric system 

Biometric recognition system is of two types- Unimodal biometric system and multimodal biometric system. Unimodal biometric system 
takes only single trait to identify and verify the individual while on the other hand multimodal biometric system includes two or more 
biometric technologies like fingerprints, facial recognition, iris scanning and many more[7]. Since unimodal biometric system is found to 
be proficient but still there exists many disadvantages: 

 Sensitivity of the biometric sensor to noisy and bad data 

 Biometric model may not be compatible with certain age group population especially with elderly and young children 

 Unimodal biometric system may not work properly for twins as camera may not be able to detect similar faces 

 Vulnerability to spoof attacks 

A multimodal biometric system [8]comprises of following modules: 

1. Sensor Modules 
2. Feature Extraction Modules 
3. Matching Module 
4. Decision-Making Module 

 
The process modeling corresponding to the sensors, feature extraction, matching and decision-making module is expressed within figure 
2.  

 
 

Figure 2: Block diagram of multimodal biometric system 

The rest of the paper is organized into various sections. Section 2 provides insight into the related work. The methods used in the CNN are 
described in section 3. Section 4 examines the performance of various datasets. Finally, the conclusion is given in section 5. 

2. RELATED WORK 

Data and corresponding information are critical for any organization for success. Security of information thus becomes critical. Design of 
multimodal biometric system generally consists of phases as described in [9] .The first phase is pre-processing. This phase is critical in 
achieving high classification accuracy. The classification accuracy is the degree of true results obtained. The pre-processing phase remove 

the noise that can introduced due to issues with capturing mechanisms as discussed in[10]. The  Delunay Quadrangle was proposed by 
[11]to deal with non-linear distortion within facial and fingerprint images. Distortion generally is caused due to inappropriate feature 
extraction mechanisms or problem with capturing mechanisms. To overcome the issue, [12] proposed eye tracking feature extraction for 
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biometrics. Eye tracking based system gives accurate information about human actions and environment considering the mean shift 
filtering.  

Second phase in the multimodal biometric recognition is segmentation. Segmentation is used to divide the image that could be biometric 

image into critical and noncritical sections[13]. Segmentation phase is critical in biometric image correlation analysis. Effective 

segmentation process leads to the correct and quick classification phase[14]. Segmentation phase can be accomplished in multiple ways 

including thresholding[15], region-based segmentation[16], edge detection[17] and clustering[18]. The edge detection and thresholding-
based approach is useful in biometric image segmentation as fingerprint images have number of associated edges whose recognition is 
effective with edge detection. Furthermore, thresholding mechanism with Otsue mechanism give minimum and maximum values 
corresponding to the edge of the finger images[19].  

After the segmentation phase, classification is performed. Classification phase is used to test the biometric image for authentication. 

Authentication as proposed in [20]. The degree of classification accuracy will enhance in case degree of misclassification is limited. The 
classification accuracy depends upon degree of true positive and true negative values achieved. Degree of true positive and negative values 
corresponding to support vector machine is better as discussed in [21]. Furthermore, KNN based classification model also provides better 
classification accuracy however static values corresponding to K is required[22]. Large datasets classification models thus are difficult to 
prepare using KNN. Ensemble based classification model appears to be best as discussed in [23]. 

Unimodal and multimodal security models are considered most appropriate for securing assets in the form of information[24]. 
[25]proposed secured user identification model using deep neural network-based approach. The layered based approach provides highest 
form of security using focal loss function at output layer. To provide the highest form of security, multimodal biometric security system 

integrated fingerprint, face, iris, signature, and voice. Hand vein, ear, speech and many more as proposed in [26]using CNN. Feature 
selection and extraction for biometric systems becomes critical for high classification accuracy. This was achieved using feature selection 
model through support vector machine as proposed in [27].  [28] proposed fusion of ECG and fingerprint model at the relocation layer 
within CNN. The validation of result in the form of classification accuracy in range of 90% was achieved. [29]proposed fusion of fingerprint, 
finger veins and face images as multimodal authentication system where the CNN and Delunay Quadrangle method was used for 
authentication and unique topology code for security and enhancement and local registrations. 

Two methods were employed in eye tracking authentication system including texture-based methods and minutiae-based methods. The 

issues exist within traditional biometric systems as discussed in [30] and to overcome the issues, modification in existing models [31], [32], 
[33] and in [34]. The changes in terms of special function at output layer of CNN was useful as suggested by [35]. To achieving better 

security, [36] proposed multimodal biometric authentication system with the integration of artificial neural network for capturing and 
identification of dorsal hand vein patterns and palmar vein patterns to achieve better security in the form of authentication security system. 

Advanced security system using vein pattern recognition with segmentation mechanism proposed by [37]. This model was applied to view 
the entire vein features which is a dimension reduction technique.  

The security of information with biometrics as explained in [38] with the different performance measurement parameters such as false 
acceptance rate (FAR), false reject rate (FRR), and equal error rate (ERR). Metric for classification required for validation of result includes 

classification accuracy, specificity, sensitivity and F-score as discussed in [39] 

Unimodal as well as multimodal security systems presets security and both systems can perform well depending upon the environment in 

which they were used[40]. Unimodal biometric security system as proposed by [41] was useful for security against the cyberattack within 

cloud environment. [42] proposed a unimodal and multimodal based model using CNN for person identification. Optimal feature set 
extraction mechanism was integrated within both unimodal and multimodal based person identification system.  [43]self-attention 
mechanism was used to achieve the weights of both the biometrics and then combined with RESENT residual structure. In the experimental 

phase, AlexNet[44] and VGG-16[45] network models were used to extract the finger vein and face features which was used as an input in 
fusion model. Effective results in the form of classification accuracy were achieved with these mechanisms.  

The comparative analysis of different models employed for achieving security is presented within table 1.  

Table1: Techniques used in previous research work 

Author name and year Biometric Techniques and algorithms used 

Supreetha Gowda, Imran, 

et al., 2019 [46] 

Palm print, iris, signature, 

voice, face 

Multi spectral palm print verification with deep 

neural network 

Nahar et al., 2022[47] Fingerprint Delunay Quadrangle method and unique 

topology code 

Benaouda et al., 2022[48] Hand vein Independent component analysis (ICA) 
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Xie & Kumar, 2017[49] Finger vein convolutional neural network (CNN), fusion 

model 

Jalilian & Uhl, 2020[50] Finger vein convolutional neural network (CNN) and softmax 

and random forest (RF) 

Brown et al., 2021[51] face, iris, and palm prints CNN and two layer fusion mechanism 

Patil & Agarwal, 

2021[52] 

Mouse dynamics fusion techniques, threshold settings, score 

boosting techniques and static versus dynamic 

trust models 

[53] Face and fingerprint Particle Swarm Optimization (PSO) 

Abinaya et al., 2022[54] Speech and key stroke Fisher Linear Discriminant analysis 

 

3. DISCUSSION 

Various machine learning algorithms are used for biometric recognition system. Machine learning algorithms use extraction techniques so 
that features can be extracted from the biometric data and then using that data to create it into proper format so that it can be classified. 
Some of the extraction techniques used in machine learning algorithms does not always work well in extracting biometric data, so deep 
learning techniques are used which gives excellent results in biometric recognition system. In this paper, the recommended deep learning 
methods is CNN algorithm for identifying person based on face, fingerprints, and iris traits. The most natural trait chosen to identify any 
person is face and the most accurate and precision nature of identifying human is iris. And the third trait is fingerprints which is added to 
increase the security, accuracy and reliability of the recommended model. 

To carry out the recognition system two fusion levels are one is feature level fusion and the second is score level fusion. The structure of 
the recommended work is as shown in the figure 3. 

Due to the limitations of unimodal biometric authentication system[55], multimodal biometric system for iris, face and fingerprint work 
was proposed in[56] based on the fusion of matching score level. Using multimodal fusion framework for iris, face and fingerprint images 

the middle layer semantic features are extracted as semantic features are characterized in a better way[57]. All the previous papers 

[58][59]  and [60]focused on fusion models like decision level, feature level and pixel level fusion. In the traditional ways with these 

methods extraction of features was easy[61]. But with complex images, and data, these models were not appropriate[62]. In deep learning 

techniques, CNN has emerged out to show better results [63]. Fusion levels within CNN can be a great asset to enhance the security of 
multimodal biometric further.  
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                                                            Figure3: Structure of CNN model 

We propose a two-layer fusion mechanism where the first fusion happens in convolutional layer and the second fusion happens after 
pooling. Thus, we can employ two-layer fusion to better extract the features to be used for person identification. The proposed model, 
four distinct modes will be used that are discussed as under 

 The features of face and iris images after convolution are fused which are used as an input for the next layer of iris. 

 The features of fingerprints and iris images after convolution are fused which are used as an input for the next layer of finger 
prints. 

 The features of face and fingerprints images after convolution are fused which are used as an input for the next layer of iris. 

 The features of iris and iris images after convolution are fused which are used as an input for the next layer of face. 

The model for validation that can be used is Alex –Net. For better performance, work can be done on different layers of CNN by naming 
them as Input-1, conv2d, max_pooling2d, batch normalization, dense. This can be termed as 5-layer network model. In this model input is 
given for unimodal biometric recognition and respective model is chosen for multimodal biometric recognition system. 

The parameters for 5-layer network are shown in table 2. 

Layer name Input Output 

Input-1 16 feature map(32x32) 32 feature maps(32x32) 

Conv2d 64x64 gray image 16 feature maps(64x64) 

Max_pooling2d 16 feature map(64x64) 16 feature map(32x32) 

Batch normalization 32 feature map(16x16) 256x1 vector 

Dense 256x1 vector 68x1 vector 

Table 2: parameters of 5 layer network model 

Feature level fusion is used for fusing the features of face, iris and fingerprints traits and score level fusion is used to calculate the similarity 
between the three traits. The different datasets are used which is explained in the next section to evaluate the performance of the 
multimodal biometric system. 
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Furthermore, multi focal loss function can be integrated at the output layer of CNN for reducing degree of misclassification. [64]explained 
the concept of focal loss function which had few limitations. For simple images the value of entropy increases and the extraction from 
complex images become complex[65]. Complex images have low weight factor compared to simple images. This means that in case dataset 
contains both simple and complex images, only simple images will be used for feature extraction[66]. To overcome the issue, multifocal 
loss function containing multiple phases of feature extraction can be integrated along with output layer of CNN. 

4. Experimental results and analysis 

For carrying the experimentation to show whether unimodal or multimodal biometric system is efficient, literature analysis is carried out 

by working with different set of research [67],[68] and [69]. CMU PIE database is a facial database which contains 1630 images of 65 people 
with left, right-side image of face. Each image is stored in GIF format of (320x240) pixels.  CASIA database is iris database having almost 
600 iris images of 110 people. Poly-U database is fingerprint database having fingerprints of 150 people. For carrying out the unimodal 
biometric recognition system, randomly 8 samples are collected out of which 4 are given for training and 4 are used for testing[70].  

In unimodal biometric system, these three datasets were used to perform experiment with different CNN frameworks like AlexNet and 
VGG-19[71]. The accuracy of unimodal system is shown within table 3. 

 

 Accuracy rates 

Model  CMU PIE CASIA Poly-U 

 AlexNet[72] 0.7102 0.4213 0.5145 

VGG-19[73] 0.8543 0.6231 0.5322 

       Table 3: Results of unimodal biometric system 

The accuracy corresponding to all the datasets including CMU PEI, CASIA and Poly-U is minimal for unimodal system. Thus, some 
modification to existing unimodal system is desired. 

 

Figure 4: Reliability rate corresponding to VGG-19 and Alex Net on Unimodal systems 

The variation of result in terms of AlexNet Model and and VGG-19 for CMU, CASIA and Poly-U is high. The VGG-19 performs better in 
almost all the cases. The reliability prediction generated through ALexNet and VGG 19 is given within figure 4. It was observed that with 
Poly-U dataset highest reliability rate was observed. Thus, VGG-19 can be implemented for larger and complex datasets.  
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 The same dataset tested on the multimodal biometric system resulted in higher accuracy as shown in table 4 

 Accuracy rates 

Model  CMU PIE CASIA Poly-U 

 AlexNet[74] 0.996 0.9745 0.9644 

VGG-19[75] 0.9577 0.9986 0.9994 

Table 4: Results of multimodal biometric system 

From the above two tables of unimodal and multimodal system for the three datasets it is shown that the lowest accuracy of unimodal 
system is 85% and the lowest value is 42%. In multimodal system the accuracy rate of AlexNet fusion is 99.6% and VGG-19 is 99.94%. Hence 
it is shown that by working with three different datasets the multimodal biometric recognition system turned out to be more effective as 
compared to unimodal biometric system. 

The comparative analysis in terms of Multimodal system is presented in figure 5. The reliability in terms of detection rate is better for 
multimodal system as compared to the unimodal system. 

  

 

Figure 5: Reliability rate corresponding to Multimodal biometric 

The analysis of the reliability rate suggests that for, smaller dataset Alexnet in multimodal biometric performs better but as the size of the 
dataset increases, VGG 19 performs slightly better as compared to AlexNet. Thus, it is recommended that VGG 19 model should be 
employed with CNN for multimodal biometric authentication process.  

The validation of the result in terms of unimodal and multimodal is given within figure 6. The unimodal and multimodal comparison  
suggests that the overall result of multimodal biometric is better. However, multimodal biometric is suitable only if size of the dataset is 
large. CNN model can be accommodated with the VGG model to tackle the complexities of the dataset.  

The size of Poly-U dataset is larger as compared CMU and CASIA dataset. Although performance of the CNN with VGG model is high 
however execution time is significantly higher. To rectify the issue, layers can be combined to form a complex network in the form of deep 
neural network to handle larger sized images and datasets. 
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Figure 6: Reliability Rate for Poly U dataset 

From the empirical analysis, it is concluded that some modifications to the CNN model integrated with VGG 19 can be accommodated to 
generate better model for larger as well as smaller datasets. The primary issue with the reliability rate corresponding to CNN is extraction 
of features that are not significant at the classification layer. This means, degree of misclassification at the output layer is high. For multiple 
image types within dataset, model in terms of feature shifting is required. Thus, images that are complex can be classified in two different 
phases. The model of such sought can extract the features from the dataset by skipping complex images and in case, degree of 
misclassification is high, second phase can be performed to extract features from the complex images.  

5. Conclusion 

Biometric security systems provide highest form of security as compared to any encryption system. Furthermore, Information and data 
security against unauthorized access is critical. To this end, this paper discussed the unimodal and multimodal security systems. Both the 
systems operate well under certain conditions. In less secure environment, multimodal security mechanism will be useful and in more 
secure regions, unimodal can serve the purpose. Determining the environmental security is difficult, so we need a system suitable for both 
complex as well as simple environment. Unimodal systems are less secure as discussed within experiment result analysis section. 
Multimodal security systems are more secured. Both the models however can be modified by the integration of multi focal loss function 
at the output layer. It was discovered that the CNN model may not perform well in terms of execution time in case, size of the dataset is 
increased. The deep neural network-based mechanism can be used in that case. Deep neural network-based approach is nothing but the 
combination of multiple interconnected input, processing, and output layers of CNN. Thus, within deep neural network, multiple CNN 
model operates. DNN can be used for person identification but the process can be complex. To overcome the issue, multiple phases of 
feature extraction with the CNN model can be accommodated  

Thus, we proposed a two-layer fusion mechanism that can be used on face, iris and fingerprint using CNN. At the output layer, multifocal 
loss function can be applied to extract the features from both complex as well as simple images. Thus, in future work, multi focal loss 
function at the output layer of CNN can be applied to reduce degree of misclassification in person identification. The empirical study can 
be conducted using MATLAB for validation of result. The metrics that can be used for evaluation includes classification accuracy, specificity 
, sensitivity and F-score.  
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