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Abstract :  In this work, a methodology been proposed for classification of a user fed HSI image into a predefined group. To 

achieve our target at first a data base of image group is constructed. The methodology begins with feeding an unknown image by 

user. This raw image consists of many noises, hence a data preprocessing is carried out for noise removal, followed by a 

procedure for band reduction. Here we have incorporated a methodology for reduction of the number of bands from 200 to 50, 

resulting in an improvement in execution time.  Finally incorporating the concept of a vector machine, the target classification has 

obtained. The proposed method is quiet successful for image classification in comparison of some popular image classification 

methods. 

 

IndexTerms - HSI image classification, noise removal, data preprocessing, band reduction, vector machine. 

I. INTRODUCTION 

Hyperspectral image is a 3D data cube, which contains two-dimensional spatial information (image feature) and one-

dimensional spectral information (spectral-bands). The basic aim of hyper spectral image classification is to assign a class label to 

each pixel for a set of observations with known class labels. In this proposed work at first a database of classes for known images 

been developed. The methodology begins with feeding a unknown raw HIS image. Obviously these images contain a good amount 

of noises. Hence at the very beginning we have incorporated the procedure for data cleaning. Now this cleaned HSI image is 

considered as the actual input. This HSI input image has 200 spectral bands. Considering all of them results a good amount of 

execution time during classification. Hence a methodology for band reduction is applied. Applying the concept of Component 

Analysis, we have reduced the number of spectral bands from 200 to 50, i.e. a reduction of 1/4th of the original band sizes been 

achieved. Later for classification, the concept of vector machine has come on to the crease. The reason behind taking a vector 
machine for image classification is that, it works well with high-dimensional spaces, as well as its very much memory efficient. 

 

II. PRELIMINARIES  

This section deals with some fundamental concepts used for achieving the goal of HSI image classification. 

First one concept is Hyperspectral image (HSI). HSI image is a 3D data cube, which contains two-dimensional spatial 

information (image feature) and one-dimensional spectral information (spectral-bands).  

The term classification is used to denote the process that assigns individual pixels to a set of classes. The output of the 

classification step is known as the classification map. HSI image classification always suffers from varieties of artifacts, such as 

high dimensionality, limited or unbalanced training samples, spectral variability, and mixing pixels. The power of classification 

increases with the increase of available training samples. The limited availability of training samples decreases the classification 

performance with the increase of feature dimension. It is well known that increasing data dimensionality and high redundancy 

between features might cause problems during data analysis. There are many significant challenges that need to be addressed when 

performing HSI image classification.  

Next one concept been used here is Component Analysis. It is the most widely used technique for dimensionality reduction. In 

comparative sense, appreciable reduction in the number of variables is possible while retaining most of the information contained 

by the original dataset. The analysis attempts to eliminate the correlation between the bands and further determines the optimum 
linear combination of the original bands accounting for the variation of pixel values in an image. 

Finally the concept of Vector Machine been applied for the work. Support Vector Machine(SVM) is typically a linear classifier 

associative with kernel functions and optimization theory and is prominent for HSI classification. SVM handling non-linearly 

seperable data are efficient in the sense that it transforms these data into a higher dimensional space to make them linearly 

seperable. SVM outperforms the conventional supervised classification methods particularly in prevailing conditions like increased 
number of spectral bands and the limited availability of training samples. . 
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III. METHODOLOGY 

 

The following figure 1 shows a flow chart of the methodology been proposed here for classification of the HSI image. 

 

 
Fig. 1: Flow chart of the procrdure 

 

The methodology begins with formation of database consisting of well-known images with their known classes. Next an input 

unknown image is fed. As this image may contain a good amount of noises, hence we have applied some procedures for reduction 

of noises. This noise free image actually is considered as the real input. Next methodology of band reduction is applied on this 

input image. The number of spectral bands in this input image is 200, which is reduced to 1/4th of its original number, i.e. at 50; 

by incorporation of the method of component analysis; resulting a large improvement in the execution time during classification. 

Finally the reduced image is passed through a vector machine to achieve the target class. 
  

IV. RESULTS 

 

For execution of the methodology mentioned above we have considered a machine with specifications 4 GB RAM and INTEL 

Core i3 Processor. The method been implemented using Python Jupiter Notebook IDE. 

 

The constructed database taken into consideration for classification consists of 16 classes , around 10000 specimens altogether. 

Which clearly means the proposed methodology will place the unknown fed image into anyone of these 16 classes. 

 

After execution of the proposed methodology on the fed HSI image, the following classification report is generated. (Table 1). 

 

Table 1: Classification report 

 

  precision            recall f1-score support 

Alfalfa        0.89 0.89 0.89 9 

Corn-notill        0.87 0.84 0.85 286 

Corn-mintill       0.89 0.82 0.86 166 

Corn        0.74 0.74 0.74 47 

Grass-pasture        0.92 0.96 0.94 97 

Grass-trees        0.98 0.95 0.97 146 

Grass-pasture-mowed           1 0.8 0.89 5 

Hay-windrowed        0.99 0.99 0.99 96 

Oats        0.5 0.5 0.5 4 

Soybean-notill        0.89 0.84 0.86 194 

Soybean-mintill       0.86 0.92 0.89 491 

Soybean-clean        0.88 0.91 0.89 119 

Wheat        0.93 1 0.96 41 

Woods        0.96 0.98 0.97 253 

Buildings Grass Trees Drives 0.86 0.7 0.77 77 

Stone Steel Towers 1 1 1 19 
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The accuracy, weighted average and macro average as obtained from classification report is mentioned in table 2. 

 

Accuracy     0.9 2050 

Macro avg 0.88 0.87 0.87 2050 

Weighted avg 0.9 0.9 0.9 2050 

 

Figure 2 shows the confusion matrix generated. 

 

 

 
Figure 2: Confusion Matrix 

 

Finally the classification map is depicted in figure 3. 

 
Figure 3: Classification Map 
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IV. CONCLUSION 

 

This proposed method works very efficiently for classification of HSI image. Here incorporation of noise removal makes it 

suitable for dealing with any image, no matter how much noisy is it. The procedure for band reduction to 1/4 th of the original size 

has improved the execution time to a great extent. Finally incorporation of vector machine enables the methodology to work with 

high dimensional space and reduction in memory need. 
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