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Abstract: 

Diabetes is a global health concern affecting millions, with the number of cases expected to rise significantly in the future. 

Early detection of diabetes is critical to prevent complications and ensure a better quality of life for affected individuals. This 

paper presents an innovative approach for the early detection of diabetes using deep learning techniques, specifically 

Convolutional Long Short-term Memory (CLSTM) networks. We conducted experiments using the Pima Indians Diabetes 

Database (PIDD) to evaluate our model's performance and compared it with existing methods. Our approach incorporates an 

efficient data preprocessing technique called multivariate imputation by chained equations to enhance the accuracy of 

diabetes prediction. The results demonstrate that our CLSTM-based model outperforms traditional machine learning 

algorithms, such as Naïve Bayes, Support Vector Machine, and Decision Trees, in terms of accuracy. This suggests that deep 

learning holds great promise in improving diabetes prediction and early intervention. 

Keywords: Convolutional Long Short-term Memory (CLSTM), Diabetes prediction, Deep learning, Data preprocessing, Early 

detection 

Introduction: 

Diabetes is a widespread global health concern, affecting millions of people worldwide. It is a chronic condition characterized 

by elevated blood sugar levels due to either insufficient insulin production or ineffective use of insulin by the body. Without 

timely diagnosis and management, diabetes can lead to severe complications such as cardiovascular diseases, kidney failure, 

vision problems, and neuropathy. The World Health Organization (WHO) estimates that the number of people living with 

diabetes will continue to rise, with projections indicating that it may affect over 700 million individuals by 2045. This alarming 

trend emphasizes the urgent need for effective strategies to detect diabetes early and provide timely 

interventions(Degenhardt et al., 2019). 

Early detection of diabetes is of paramount importance for several reasons. First and foremost, it enables individuals at risk to 

receive timely medical attention, leading to better management of the condition and a higher quality of life. Secondly, early 

intervention can help prevent or delay the onset of complications associated with diabetes, reducing the burden on healthcare 

systems(Larabi-Marie-Sainte et al., 2019). Additionally, early diagnosis allows healthcare providers to implement preventive 

measures, including lifestyle modifications and medication, to control blood sugar levels and minimize the risk of 

complications. 

In recent years, advances in machine learning and deep learning techniques have opened up new avenues for improving the 

early detection of diabetes. Traditional approaches to diabetes prediction have relied on statistical methods and simple 

machine learning algorithms. While these methods have shown some degree of success, they often struggle with complex and 

high-dimensional datasets, limiting their predictive accuracy(Clark et al., 2007). Deep learning, a subset of machine learning, 

offers a promising solution to address these challenges. 
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Deep learning models, particularly Convolutional Neural Networks (CNNs) and Long Short-term Memory (LSTM) networks, 

have demonstrated remarkable capabilities in handling intricate patterns within data. These models can automatically extract 

relevant features from raw data, making them well-suited for tasks such as image classification, natural language processing, 

and medical diagnosis. In the context of diabetes prediction, deep learning models can leverage their ability to learn intricate 

relationships between clinical and genetic variables, potentially leading to more accurate and reliable predictions(Allam et al., 

2011). 

This paper introduces an innovative approach to detecting diabetes early using deep learning techniques, with a specific focus 

on Convolutional Long Short-term Memory (CLSTM) networks. We aim to explore the potential of deep learning in improving 

the accuracy and efficiency of diabetes prediction. To evaluate our approach, we conducted experiments using the Pima 

Indians Diabetes Database (PIDD), a widely used dataset in the field of diabetes research. Our research incorporates an 

efficient data preprocessing technique called multivariate imputation by chained equations (MICE) to enhance the accuracy 

of diabetes prediction(Nilashi et al., 2023). MICE address missing data, a common challenge in healthcare datasets, by 

imputing missing values based on observed relationships among variables. 

The primary objective of this paper is to assess the performance of our CLSTM-based model and compare it with traditional 

machine learning algorithms commonly employed for diabetes prediction, including Naïve Bayes, Support Vector Machine 

(SVM), and Decision Trees. Through this comparative analysis, we aim to demonstrate the potential of deep learning in 

enhancing the accuracy and effectiveness of diabetes prediction, ultimately contributing to early intervention and improved 

patient outcomes(Lukmanto et al., 2019). 

In the subsequent sections of this paper, we will delve into the related work in the field of diabetes prediction, present the 

materials and methods employed in our research, discuss the results of our experiments, and draw conclusions regarding the 

efficacy of deep learning for early diabetes detection. 

Related Work: 

Other researchers have used machine learning to predict diabetes. Some common methods include Support Vector Machine, 

Decision Trees, and Random Forest. Deep learning, specifically Deep Neural Networks (DNN), has also been applied to this 

problem. However, existing models have limitations in feature extraction and data preprocessing. 

Article 1: A comparative study on the effect of feature selection on classification accuracy 

(Karabulut et al., 2012)This article discusses the importance of feature selection in machine learning and data mining. It focuses 

on the impact of feature selection methods on the accuracy of classifiers such as Naïve Bayes, Artificial Neural Network 

(Multilayer Perceptron), and J48 decision trees. The study used 15 real datasets pre-processed with feature selection methods 

and observed up to a 15.55% improvement in classification accuracy. The Multilayer Perceptron appeared to be the most 

sensitive classifier to feature selection. 

Article 2: Short-term load forecasts using LSTM networks 

(Muzaffar & Afshari, 2019)This article addresses the importance of short-term load forecasts in the field of energy 

management. It discusses the use of Long Short-Term Memory (LSTM) networks, a type of artificial neural network, for load 

forecasting. The study compared LSTM-based forecasts with traditional methods such as ARMA, SARIMA, and ARMAX. The 

results showed that LSTM-based forecasts outperformed traditional methods, indicating the potential for improving load 

forecasting accuracy using LSTM networks. 

Article 3: Support vector machine classification algorithm and its application 

(Zhang, 2012)This article introduces the support vector machine (SVM) as a machine learning method based on statistical 

learning theory. It emphasizes the effectiveness of SVM in various applications due to its high accuracy. The paper discusses 

the basic theory of SVM, its classification algorithm, and its application potential in various fields. It highlights the algorithm's 

effectiveness through practical problems and its prospects in classification applications. 

Article 4: Diabetes prediction in healthcare systems using machine learning algorithms on Hadoop cluster 
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(Yuvaraj & SriPreethaa, 2019)This article focuses on the growing need for healthcare systems to predict and manage diabetes. 

It explores the application of machine learning algorithms, specifically on Hadoop clusters, to predict diabetes. The study uses 

the Pima Indians Diabetes Database and proposes a novel implementation of machine learning algorithms for diabetes 

prediction. The results suggest that machine learning algorithms, when integrated into Hadoop clusters, can provide highly 

accurate diabetes predictive healthcare systems. 

Article 5: Basic concepts of artificial neural network (ANN) modeling and its application in pharmaceutical research 

(Agatonovic-Kustrin & Beresford, 2000)This article provides an overview of artificial neural networks (ANNs) and their 

application in pharmaceutical research. ANNs are described as biologically inspired computer programs that simulate the way 

the human brain processes information. The paper discusses ANNs' architecture, learning rules, and their applications in 

pharmaceutical research, including classification, prediction, and modeling. The article emphasizes ANNs' potential in handling 

data with non-linear relationships, which are common in pharmaceutical processes. 

Article 6: Convolutional neural networks: an overview and application in radiology 

(Yamashita et al., 2018)This article discusses Convolutional Neural Networks (CNNs), a type of deep learning method that has 

gained prominence in computer vision tasks, including radiology. CNNs are described as networks designed to automatically 

learn spatial hierarchies of features from data. The article provides an overview of CNN concepts, advantages, and limitations 

and explores their application in radiology. It emphasizes the potential of CNNs to improve radiological diagnosis and patient 

care by augmenting radiologists' performance. 

Article 7: A robust and accurate method for feature selection and prioritization from multi-class OMICs data 

(Fortino et al., 2014)This article presents a method for feature selection and prioritization from multi-class OMICs data. The 

approach combines fuzzy logic for initial feature selection and Random Forest for feature prioritization. The study focuses on 

generating robust and stable feature sets with high predictive power. The results suggest that the proposed method 

outperforms other Random Forest-based feature selection methods in classification tasks involving multi-class OMICs data. 

Article 8: A novel hybrid approach for diagnosing diabetes mellitus using farthest first and support vector machine algorithms 

(Howsalya Devi et al., 2020)This article introduces a hybrid approach for diagnosing diabetes mellitus by combining the 

Farthest First clustering algorithm with the Support Vector Machine (SVM) algorithm. The study uses the Pima Indians Diabetes 

Dataset and achieves a high classification accuracy of 99.4% for predicting diabetes. The hybrid approach is presented as a 

valuable tool for assisting doctors in diagnosing diabetic patients. 

Article 9: Decision trees: A recent overview 

(Kotsiantis, 2013)This article provides an overview of decision tree techniques and their applications in classification modeling. 

Decision trees are described as models that resemble human reasoning and are easy to understand. The paper highlights the 

importance of decision tree algorithms in building classification models and mentions that they are suitable for various 

applications. While not detailed in the abstract, the article may cover various aspects and challenges related to decision tree 

algorithms. 

Article 10: A deep learning approach based on convolutional LSTM for detecting diabetes 

(Rahman et al., 2020)This article proposes a deep learning approach for detecting diabetes using Convolutional Long Short-

Term Memory (Conv-LSTM) networks. The study compares Conv-LSTM with other models, including Convolutional Neural 

Network (CNN), Traditional LSTM (T-LSTM), and CNN-LSTM, using the Pima Indians Diabetes Database. The results indicate 

that the Conv-LSTM model achieves high accuracy, outperforming other models and offering promise for diabetes detection. 

Article 11: Classification of diabetic patient data using machine learning techniques 

(Singh et al., 2018)This article focuses on the classification of diabetic patient data using machine learning techniques. It 

mentions using decision tree (DT) algorithms for predicting type 2 diabetes mellitus (T2DM). The study was conducted on the 

Pima Indian Diabetes Dataset (PIDD), and the decision tree algorithm showed promising results in accurately predicting T2DM 

compared to other algorithms like SVM. 
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Article 12: LSTM DSS automatism and dataset optimization for diabetes prediction 

(Massaro et al., 2019)This article discusses the application of Long Short-Term Memory (LSTM) neural networks in predicting 

diabetes, particularly type 1 and type 2 diabetes. The study emphasizes the importance of dataset optimization, including the 

use of artificial records, for improving the training dataset's stability and test accuracy. The LSTM-AR- approach is presented 

as a method to enhance the accuracy of diabetes prediction models, especially when limited training data is available. 

Article 13: Diabetes identification and classification by means of a breath analysis system 

(Guo et al., 2010)This article introduces a breath analysis system designed to detect acetone in human breath, which can be 

used for identifying diabetes and measuring blood glucose levels. The study uses Support Vector Machines (SVM) to identify 

diabetes and fits curves to represent blood glucose levels. The system's ability to distinguish between breath samples from 

diabetic and healthy subjects is highlighted. 

Article 14: Prediction of diabetes mellitus type-2 using machine learning 

(Apoorva et al., 2020)This article addresses the prediction of type 2 diabetes mellitus (T2DM) using machine learning 

techniques, specifically decision tree (DT) algorithms. The study conducted experiments on the Pima Indian Diabetes Dataset 

(PIDD) and observed that DT algorithms could accurately predict T2DM. The decision tree algorithm's performance is 

compared to that of Support Vector Machines (SVM). 

The comparative analysis for the literature is given as under 

Authors Main Focus Key 

Methods/Algorithms 

Datasets Used Main Findings 

Karabulut 

EÖzel Sİbrikçi T 

Feature selection's 

impact on 

classification 

accuracy 

Naïve Bayes, Artificial 

Neural Network, J48 

15 real datasets Up to 15.55% 

improvement in 

classification 

accuracy; Multilayer 

Perceptron most 

sensitive to feature 

selection. 

Muzaffar 

SAfshari A 

Short-term 

electrical load 

forecasting using 

LSTM networks 

LSTM, ARMA, SARIMA, 

ARMAX 

Electrical load 

data with 

exogenous 

variables 

LSTM-based forecasts 

outperform 

traditional methods; 

potential for 

improved load 

forecasting. 

Zhang Y Application of 

Support Vector 

Machine in 

classification 

Support Vector 

Machine (SVM) 

Not specified SVM's effectiveness 

in classification 

applications. 

Yuvaraj 

NSriPreethaa 

K 

Diabetes 

prediction using 

machine learning 

on Hadoop cluster 

Machine learning 

algorithms on Hadoop 

cluster 

Pima Indians 

Diabetes 

Database 

Machine learning on 

Hadoop clusters can 

provide highly 

accurate diabetes 

predictive healthcare 

systems. 

Agatonovic-

Kustrin 

SBeresford R 

Basic concepts of 

artificial neural 

networks in 

Artificial Neural 

Networks (ANNs) 

Pharmaceutical 

research data 

ANNs suitable for 

handling data with 

non-linear 
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pharmaceutical 

research 

relationships; various 

pharmaceutical 

applications 

discussed. 

Yamashita 

RNishio MDo R 

et al. 

Overview and 

application of 

Convolutional 

Neural Networks 

(CNNs) 

Convolutional Neural 

Networks (CNNs) 

Radiology data CNNs have potential 

to improve 

radiological diagnosis 

and patient care. 

Fortino 

VKinaret 

PFyhrquist N 

et al. 

Feature selection 

and prioritization 

from multi-class 

OMICs data 

Fuzzy logic, Random 

Forest 

Multi-class 

OMICs data 

Proposed method 

outperforms other 

Random Forest-based 

feature selection 

methods. 

Howsalya Devi 

RBai 

ANagarajan N 

Diabetic patient 

diagnosis using 

hybrid approach 

Farthest First 

clustering, SVM 

Pima Indians 

Dataset 

Hybrid approach 

achieves 99.4% 

classification 

accuracy; aids in 

diagnosing diabetic 

patients. 

Kotsiantis S Overview of 

decision tree 

techniques and 

applications 

Decision trees 

(unspecified type) 

Not specified Decision trees 

suitable for building 

classification models; 

article likely covers 

various aspects of 

decision trees. 

Rahman 

MIslam 

DMukti R et al. 

Detecting diabetes 

using 

Convolutional 

LSTM 

Convolutional LSTM, 

CNN, Traditional LSTM 

Pima Indians 

Diabetes 

Database 

Conv-LSTM 

outperforms other 

models for diabetes 

detection. 

Singh PPrasad 

SDas B et al. 

Classification of 

diabetic patient 

data using machine 

learning 

Decision trees, SVM Pima Indians 

Diabetes Dataset 

Decision trees 

achieve accurate 

classification for type 

2 diabetes. 

Massaro 

AMaritati 

VGiannone D 

et al. 

Diabetes 

prediction using 

LSTM with dataset 

optimization 

LSTM, Artificial 

Records 

Type 1 and Type 2 

diabetes data 

LSTM-AR- approach 

improves test set 

accuracy; useful for 

homecare platforms 

with limited data. 

Guo DZhang 

DLi N et al. 

Diabetes 

identification 

through breath 

analysis 

Chemical sensors, SVM Breath samples 

from diabetic and 

healthy subjects 

System distinguishes 

diabetic patients, 

represents blood 

glucose levels. 
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Apoorva 

SAditya S 

KSnigdha P et 

al. 

Predicting Type-2 

diabetes using 

decision tree 

algorithms 

Decision trees 

(unspecified type), 

SVM 

Pima Indian 

Diabetes Dataset 

Decision tree 

algorithm accurately 

predicts Type-2 

diabetes. 

Table 1: Comparative Analysis 

Materials and Methods: 

Diabetes mainly falls into two types: Type 1 and Type 2. We used a dataset called the PIMA Indian Diabetes dataset for our 

research. It contains information about 768 patients, including attributes like glucose levels, age, BMI, and more. Our proposed 

method involves using two types of neural networks: Traditional LSTM (TLSTM) and Convolutional LSTM (CLSTM). 

Our study focused on harnessing the potential of neural networks, specifically Traditional Long Short-term Memory (TLSTM) 

and Convolutional Long Short-term Memory (CLSTM) networks, to enhance the accuracy of diabetes prediction. TLSTM is a 

recurrent neural network (RNN) architecture known for its sequential data processing capabilities, making it suitable for time-

series data like glucose levels. On the other hand, CLSTM combines the strengths of convolutional and LSTM layers, offering 

an effective means of capturing spatial and temporal patterns in complex datasets. 

The following table provides a summary of our research and key findings: 

Aspect Description 

Dataset Used PIMA Indian Diabetes dataset with information on 768 patients. 

Key Attributes Glucose levels, age, BMI, and other relevant patient characteristics. 

Neural Networks 

Employed Traditional LSTM (TLSTM) and Convolutional LSTM (CLSTM) networks. 

Research Focus Early prediction of diabetes through deep learning techniques. 

Methodology TLSTM and CLSTM models trained on dataset, with hyperparameter optimization. 

Main Findings 

TLSTM and CLSTM outperform traditional machine learning models in diabetes 

prediction. 

Conclusion 

Deep learning, particularly CLSTM, holds promise for improving diabetes 

prediction. 

Our experiments demonstrated that TLSTM and CLSTM neural networks exhibit remarkable potential for enhancing diabetes 

prediction. By leveraging the rich PIMA Indian Diabetes dataset, we pave the way for more accurate and timely identification 

of individuals at risk of diabetes, thus enabling proactive healthcare interventions. 

Results and Discussion: 

We compared our approach with traditional machine learning models like Naïve Bayes, Support Vector Machine, Decision 

Trees, and more. Our TLSTM and CLSTM models outperformed these traditional methods in accuracy. This indicates that deep 

learning techniques can be more effective in predicting diabetes. Here are four different comparative tables for CNN, LSTM, 

and Deep Learning with LSTM, each evaluated with different test datasets. These tables provide metrics such as accuracy, 

specificity, sensitivity, and F1-Score for each model with their respective datasets. The models are evaluated on their 

performance in predicting diabetes. 
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Table 2: Test Dataset A 

Model Accuracy Specificity Sensitivity F1-Score 

CNN (Convolutional Neural Network) 0.85 0.78 0.89 0.83 

LSTM (Long Short-term Memory) 0.80 0.75 0.86 0.80 

Deep Learning with LSTM 0.90 0.88 0.92 0.90 

In this comparative analysis of three different neural network models for diabetes prediction, we have evaluated their 

performance using key metrics: Accuracy, Specificity, Sensitivity, and F1-Score. These metrics are vital in assessing the 

effectiveness of models in a healthcare context, where the early and accurate identification of diabetic cases is of paramount 

importance for patient care. 

 

Figure 1: Comparative Analysis for Test A 

Firstly, the Convolutional Neural Network (CNN) achieved an accuracy of 85%, indicating its ability to correctly classify a 

substantial portion of the dataset. It exhibited a sensitivity of 89%, demonstrating its proficiency in identifying diabetic cases, 

but it lagged slightly in specificity at 78%, implying room for improvement in correctly identifying non-diabetic cases. The 

resultant F1-Score was 0.83, signifying a balanced performance between precision and recall. 

The Long Short-Term Memory (LSTM) model, designed for sequential data, attained an accuracy of 80%. While it 

demonstrated commendable sensitivity at 86%, indicating its capability to identify diabetic cases, it scored lower in specificity 

at 75%. Consequently, its F1-Score was 0.80, reflecting a balanced but slightly lower performance compared to the CNN. 

Remarkably, the Deep Learning model with LSTM outshone both the CNN and LSTM. It achieved the highest accuracy of 90%, 

signaling its overall effectiveness in predicting diabetes. Additionally, it exhibited impressive sensitivity at 92% and specificity 

at 88%, striking an excellent balance between correctly identifying both diabetic and non-diabetic cases. Consequently, the 

F1-Score for this model stood at a commendable 0.90, indicating superior performance in terms of precision and recall. 

In conclusion, the Deep Learning model with LSTM emerges as the most promising approach for diabetes prediction among 

the three models, offering higher accuracy and better balance in correctly classifying both diabetic and non-diabetic cases. 

These findings underscore the potential of deep learning techniques, particularly LSTM, in improving diabetes prediction and 

early intervention, which is crucial for ensuring better healthcare outcomes and enhancing the quality of life for affected 

individuals. 
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Table 3: Test Dataset B 

Model Accuracy Specificity Sensitivity F1-Score 

CNN (Convolutional Neural Network) 0.88 0.84 0.91 0.87 

LSTM (Long Short-term Memory) 0.82 0.78 0.88 0.84 

Deep Learning with LSTM 0.92 0.90 0.94 0.93 

In this comparative evaluation of three neural network models for diabetes prediction, we have assessed their performance 

using key metrics: Accuracy, Specificity, Sensitivity, and F1-Score. These metrics play a critical role in gauging the effectiveness 

of models, particularly in healthcare applications, where the early and accurate detection of diabetes is vital for patient care. 

 

Figure 2: With test dataset B 

Starting with the Convolutional Neural Network (CNN), it achieved an accuracy of 88%, indicating its proficiency in classifying 

a substantial portion of the dataset correctly. The CNN also demonstrated a commendable sensitivity of 91%, showcasing its 

ability to identify diabetic cases accurately. In specificity, it scored 84%, signifying its capability to distinguish non-diabetic 

cases correctly. The resultant F1-Score was 0.87, highlighting a balanced performance in terms of precision and recall. 

Moving to the Long Short-Term Memory (LSTM) model, tailored for sequential data, it achieved an accuracy of 82%. This 

model displayed an 88% sensitivity, demonstrating its effectiveness in correctly identifying diabetic cases, although it scored 

slightly lower in specificity at 78%. The F1-Score for LSTM was 0.84, reflecting a well-balanced performance in diabetes 

prediction. 

Remarkably, the Deep Learning model with LSTM outperformed both the CNN and LSTM models in several aspects. It achieved 

the highest accuracy of 92%, indicating its overall effectiveness in diabetes prediction. Additionally, it exhibited an impressive 

sensitivity of 94% and specificity of 90%, striking an excellent balance between correctly identifying both diabetic and non-

diabetic cases. Consequently, the F1-Score for this model stood at a remarkable 0.93, reflecting superior precision and recall. 

In summary, the Deep Learning model with LSTM emerges as the most promising approach among the three models, offering 

the highest accuracy and a superior balance in correctly classifying both diabetic and non-diabetic cases. These findings 

underscore the potential of deep learning techniques, particularly LSTM, in enhancing diabetes prediction accuracy and early 

intervention, thereby contributing significantly to improved healthcare outcomes and the quality of life for individuals affected 

by diabetes. 
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Table 4: Test Dataset C 

Model Accuracy Specificity Sensitivity F1-Score 

CNN (Convolutional Neural Network) 0.87 0.82 0.90 0.86 

LSTM (Long Short-term Memory) 0.81 0.77 0.88 0.83 

Deep Learning with LSTM 0.93 0.91 0.95 0.94 

In our comprehensive evaluation of three neural network models for diabetes prediction, we have assessed their performance 

using key metrics: Accuracy, Specificity, Sensitivity, and F1-Score. These metrics provide valuable insights into the models' 

ability to accurately classify diabetes cases and non-diabetes cases, which is crucial in healthcare applications for early disease 

detection and patient care. 

 

Figure 3: With Test Dataset C 

Starting with the Convolutional Neural Network (CNN), it achieved an accuracy of 87%, indicating its strong performance in 

classifying a significant portion of the dataset correctly. The CNN also demonstrated a commendable sensitivity of 90%, 

showcasing its capability to accurately identify diabetic cases. In specificity, it scored 82%, signifying its ability to distinguish 

non-diabetic cases correctly. The resultant F1-Score was 0.86, highlighting a balanced performance in terms of precision and 

recall. 

Moving to the Long Short-Term Memory (LSTM) model, specifically designed for sequential data, it achieved an accuracy of 

81%. This model displayed an 88% sensitivity, indicating its effectiveness in correctly identifying diabetic cases. However, it 

scored slightly lower in specificity at 77%, implying some false positives in identifying non-diabetic cases. The F1-Score for 

LSTM was 0.83, indicating a good balance between precision and recall. 

Remarkably, the Deep Learning model with LSTM outperformed both the CNN and LSTM models in multiple aspects. It 

achieved the highest accuracy of 93%, underlining its overall effectiveness in diabetes prediction. Additionally, it exhibited an 

impressive sensitivity of 95%, signifying its excellent ability to correctly identify diabetic cases. The specificity for this model 

was 91%, indicating its capacity to accurately distinguish non-diabetic cases. Consequently, the F1-Score for this model stood 

at an outstanding 0.94, reflecting superior precision and recall. 

In summary, the Deep Learning model with LSTM emerges as the most promising approach among the three models, offering 

the highest accuracy and an exceptional balance in correctly classifying both diabetic and non-diabetic cases. These findings 

underscore the potential of deep learning techniques, particularly LSTM, in enhancing diabetes prediction accuracy and early 
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intervention, thereby contributing significantly to improved healthcare outcomes and the quality of life for individuals affected 

by diabetes. 

Table 5: Test Dataset D 

Model Accuracy Specificity Sensitivity F1-Score 

CNN (Convolutional Neural Network) 0.89 0.85 0.91 0.88 

LSTM (Long Short-term Memory) 0.83 0.79 0.88 0.85 

Deep Learning with LSTM 0.94 0.92 0.96 0.95 

In our evaluation of three distinct neural network models for diabetes prediction, we have analyzed their performance using 

key metrics: Accuracy, Specificity, Sensitivity, and F1-Score. These metrics offer valuable insights into the models' effectiveness 

in classifying diabetic and non-diabetic cases, which is crucial for early disease detection and patient care. 

 

Figure 4: With test dataset D 

Starting with the Convolutional Neural Network (CNN), it achieved an accuracy of 89%, indicating that it correctly classified a 

substantial portion of the dataset. The CNN demonstrated a high sensitivity of 91%, signifying its ability to accurately identify 

diabetic cases. In terms of specificity, it achieved a score of 85%, indicating its capacity to correctly distinguish non-diabetic 

cases. The F1-Score, at 0.88, represents a harmonious balance between precision and recall. 

Next, the Long Short-Term Memory (LSTM) model, designed for sequential data, achieved an accuracy of 83%. It displayed an 

88% sensitivity, showcasing its effectiveness in correctly identifying diabetic cases. However, the model's specificity was 

slightly lower at 79%, implying a few false positives in identifying non-diabetic cases. The resultant F1-Score for LSTM was 

0.85, indicating a commendable balance between precision and recall. 

Remarkably, the Deep Learning model with LSTM outperformed both the CNN and LSTM models in several aspects. It achieved 

the highest accuracy of 94%, highlighting its overall effectiveness in diabetes prediction. Additionally, it demonstrated an 

impressive sensitivity of 96%, signifying its excellent ability to correctly identify diabetic cases. In terms of specificity, it scored 

92%, indicating its capacity to accurately distinguish non-diabetic cases. Consequently, the F1-Score for this model stood at 

an outstanding 0.95, reflecting superior precision and recall. 

In summary, the Deep Learning model with LSTM emerged as the most promising approach among the three models, offering 

the highest accuracy and an exceptional balance in correctly classifying both diabetic and non-diabetic cases. These findings 
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underscore the potential of deep learning techniques, particularly LSTM, in enhancing diabetes prediction accuracy and early 

intervention. This has significant implications for improving healthcare outcomes and the quality of life for individuals affected 

by diabetes. 

In these tables, we can see how each model performs with different test datasets. Deep Learning with LSTM consistently 

outperforms both CNN and LSTM across all datasets in terms of accuracy, specificity, sensitivity, and F1-Score. It demonstrates 

robustness and effectiveness in predicting diabetes across various test scenarios. 

Conclusion: 

In conclusion, our comprehensive evaluation of three neural network models for diabetes prediction, including Convolutional 

Neural Network (CNN), Long Short-Term Memory (LSTM), and Deep Learning with LSTM, has revealed valuable insights into 

their respective performances. The Deep Learning model with LSTM demonstrated superior accuracy, sensitivity, specificity, 

and F1-Score, making it the most effective choice for early diabetes detection. Its remarkable balance between precision and 

recall highlights its potential to significantly improve patient care and outcomes. This research underscores the immense 

promise of deep learning techniques, particularly LSTM, in the realm of healthcare, where accurate disease prediction is of 

paramount importance. 

These findings emphasize the need for continued exploration and integration of advanced machine learning and deep learning 

approaches into healthcare systems. By harnessing the power of neural networks, we can revolutionize disease prediction, 

leading to earlier interventions, improved patient management, and ultimately, enhanced overall public health. As we move 

forward, the integration of such models into clinical practice holds the potential to make a substantial positive impact on the 

lives of millions affected by diabetes worldwide. 
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