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Abstract : The global insurance industry comprises a vast number of companies, exceeding a thousand in number. Currently, the 

industry is actively adopting an efficient fraud management system. 

We propose a solution for the insurance organizations where the insurance company agents can track the predicted fraud 

percentages of the claims made.The insurance agent has the provision to fill up the form with the details related to the claim. The 

pre-trained machine learning model utilizes the form data as input to determine the authenticity of the claim, predicting whether it 

is fraudulent or legitimate. A two way classification of the claim is brought about by the model as to whether the claim is a fraud 

or a not fraud. The insurance companies can use the output to assist them in deciding whether the claim is fraud or not. The 

machine learning model is structured on the Decision Tree algorithm. 
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I. INTRODUCTION 

Having a robust fraud detection and prevention management system in place is an effective approach for analyzing data based 

on specific instructions within a company. With the availability of various methods for detecting fraudulent claims, the process 

becomes complex and requires careful consideration. 

The insurance industry comprises thousands of companies worldwide, collecting over one trillion dollars in premiums 

annually. Insurance fraud occurs when individuals or entities make false claims to receive undeserved compensation or benefit s. 

The estimated cost of insurance fraud exceeds forty billion dollars, making the detection of such fraud a significant challenge for 

the insurance industry. 

The insurance industry is increasingly adopting efficient fraud management practices. While some individuals deceive 

insurance companies to obtain undeserved compensation, others genuinely pay their premiums.Insurance fraud can be classified 

into two primary categories: hard insurance fraud and soft insurance fraud. Hard insurance fraud refers to intentional acts where 

individuals deliberately stage accidents. On the other hand, soft insurance fraud involves falsifying certain aspects of a legitimate 

insurance claim. This differentiation allows for the distinction between fraudulent activities involving staged accidents and those 

involving falsified details within valid claims. 

Having a robust fraud detection and prevention management system is an effective approach for analyzing data according to 

the company's specific instructions. With numerous methods available for detecting fraud claims, the process often involves 

complex and time-consuming investigations that span different domains of knowledge. However, the use of machine learning 

techniques can help overcome these challenges. By leveraging machine learning, companies can address the complexities and 

time constraints associated with fraud detection. Machine learning algorithms possess the capability to analyze vast amounts of 

data, detect patterns, and highlight anomalies that may indicate potential fraud. By employing this automated approach, the 

dependence on manual investigations is reduced, leading to significant time and resource savings. By training machine learning 

models on historical data and continually updating them, companies can enhance their fraud detection capabilities. These models 

learn from past fraudulent patterns and can swiftly identify potential fraud in real-time. In summary, machine learning techniques 

offer a solution to overcome the difficulties in fraud detection, enabling efficient analysis of data and strengthening a company's 

overall fraud management efforts. 
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II. LITERATURE SURVEY 

Rama Devi Burri et al., in their study explored various machine learning techniques for efficient analysis of insurance claims. 

They also discussed three approaches to integrate machine learning into the insurance industry. Furthermore, they identified several 

obstacles to adopting machine learning for claim classification and highlighted the challenges involved in implementing machine 

learning solutions. The researchers conducted a performance evaluation of different algorithms for claim predictions. 

Pinak Patel et al. introduced a fraud detection framework specifically designed for the healthcare industry. The framework 

categorizes fraudulent behavior into two main types: period-based claim anomalies and disease-based anomalies. The researchers 

evaluated their framework using real-world medical data and achieved efficient results in identifying fraudulent claims. 

Najmeddine Dhieb et al. conducted an evaluation of the XGBoost algorithm's performance in detecting and classifying various 

types of auto insurance fraud claims. They compared this proposed algorithm with other cutting-edge solutions in the field. 

Additionally, the researchers assessed the algorithms using data analysis and exploration techniques, measuring them against  

multiple metrics. 

Sunita Mall et al. presented a study aimed at identifying significant triggers of fraud and predicting fraudulent behavior among 

customers by leveraging the identified triggers. The researchers employed statistical techniques to identify and predict these 

triggers effectively. 

Shimin LEI et al. introduced a financial fraud detection system based on XGBoost. The system was divided into two 

components: an automatic part and a manual part. The automatic part utilized a large database to train the model, while the manual 

part was responsible for monitoring transactions. To make the final decision, the researchers combined machine scoring with 

manual feedback, integrating both aspects into the detection process. 

III. METHODOLOGY 

Machine Learning, a subset of Artificial Intelligence, involves training models without human intervention. It encompasses 

various techniques, such as Supervised, Unsupervised, and Semi-Supervised learning. In the context of data analysis, data sets are 

often stored in .CSV files. The data cleaning process is applied, which involves removing and filling missing values with column 

mean values. This step ensures data consistency and eliminates duplicate entries. Subsequently, the data set is split into training and 

testing data, allowing the model to be trained using the training data. Once the training process is complete, the model becomes 

capable of making predictions for the testing data. 

Our primary goal is to train the model using pre-processed data to achieve optimal performance. To accomplish this, we utilize 

a Supervised classification algorithm called the Decision Tree algorithm. This algorithm is particularly well-suited for scenarios 

where the outcome values are discrete, such as classifying results into categories like "fraud" or "not fraud". 

Fig.1. Methodology shows how the above process has been carried out. 

 

Fig. 1. Methodology 

 
 

The decision tree construction process employs top-down recursive and divide-and-conquer methods. Starting with the root 

node, the tree represents the entire training data set. 

If all samples in the training data set have the same outcome, a leaf node is created, and it is labeled with that particular class. 

However, if the samples have different outcomes, the decision tree selects the attribute that provides the most information and uses 

it to divide the data set. The node representing this attribute is then labeled with the attribute's name. These steps are repeated 

recursively until all samples belong to the same class or there are no more samples or attributes to split on. 
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IV. IMPLEMENTATION 

We have developed a browser-based application for insurance agents to conduct surveys and input parameters into a form, 

resulting in a fraud or non-fraud determination. 

To begin, we collected, analyzed, and pre-processed a data set comprising various parameters such as age, educational level, 

gender, incident type, collision type, witnesses, incident severity, premium amount, property claim, injury claim, and more. These 

parameters were encoded into numerical values, which were then used to train the model. 

For fraud prediction, we employed a supervised learning machine learning approach called the "Decision Tree Algorithm." This 

algorithm is known for its ability to provide accurate results. 

In this application we have user, system/application and the data set. The user refers to the insurance agent who fills the form 

survey. 

Fig. 2. Sequence Diagram shows how the application interacts with the data set provided to train the machine learning model. 

 

Fig. 2. Sequence Diagram 

 

The machine learning method follows the following steps as depicted in Fig. 3. Activity Diagram : 

1. Collection of data 

2. Cleaning and pre-processing of the data 

3. Splitting the data into training and testing sets 

4. Implementation of the algorithm in the model 

5. Testing the model for accuracy and precision. 
 

Fig. 3. Activity Diagram 

 

The Fig. 4. Parameters List diagram lists and describes the parameters taken via the form survey. 
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Fig. 4. Parameters List 
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The Fig.   5. 

that the insurance claim is classified as “Not fraud”. 
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2. Vehicle Theft 
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Collision Type 

1. Front Collision 
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3. Side Collision 
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Incident Severity 

1. Major Damage 

2. Trivial Damage 

3. Minor Damage 

4. Total Loss 
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Fig. 5. Not fraud 

The Fig. 6.Fraud shows that the insurance claim is classified as “fraud”. 

 
Fig. 6. Fraud 

 

V. RESULT AND ANALYSIS 

Fig. 7 Training data set illustrates the training data set, which includes previously collected data on claims made. Each data 

point in the data set has been encoded as an integer value corresponding to one of the 40 labels. The last column of the data set 

represents the outcome label. 
 

 
 

Fig. 7.Training data set 

 

MODEL ACCURACY 

Fig. 8. "Decision Tree Efficiency," presents the performance evaluation of the Decision Tree algorithm. The original data set 

is divided into training data (80%) and testing data (20%). The algorithm assesses its accuracy by comparing the predicted outputs 

of the testing data set with the original data set. The accuracy of the model improves as the number of correctly predicted records 

increases. 
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Fig. 8. Decision Tree efficiency 
 

Fig. 9. "Graphical Analysis of Tested Data," provides a visual representation of the fraud claims observed in the testing data 

set. This graphical analysis presents a tabulated summary of the fraudulent claims within the testing data set. 
 

 

Fig. 9. Graphical Analysis of Tested Data 

 

The tabulated data indicates that out of 1000 claims, 753 were reported as "Not Fraud," while 247 claims were reported as 

"Fraud”. 

VI. CONCLUSION AND FUTURE ENHANCEMENTS 

Insurance fraud detection is a complex and challenging task that the insurance industry has faced since its inception. The 

proposed system aims to develop a solution that can effectively minimize potential frauds with a high level of accuracy. 

In this project, the Decision Tree algorithm has demonstrated promising results in detecting vehicle fraud. The proposed 

machine learning model utilizing the Decision Tree algorithm achieves an accuracy rate of 86.5%. 

The system has the potential for scalability to predict insurance fraud in bulk. Enhancements can be made by incorporating a 

feedback module to gather additional information and improve the accuracy of fraud prediction. Furthermore, an upgrade can be 

implemented by adding a report module, which enables the branch in-charge to generate a complete report by clicking on the report 

button in cases where the output indicates fraud. This report can then be promptly sent to the nearby police station for further 

investigation. 
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