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Abstract 

Cardiovascular diseases (CVDs) are a main world-wide health problem, requiring earlier diagnosis for efficient 

intervention. Recently, deep learning (DL) methods have been developed as robust tools for automatically 

diagnosing disease. This study considers leveraging DL approach for the detection of CVDs employing retinal 

fundus images, a non-invasive and simply available imaging modality. In this study, we present an innovative 

Grasshopper Optimization Algorithm with Deep Learning based Blood Vessel Segmentation and Classification 

(GOADL-BVSC) model for grading the CVD. This analysis suggests a robust method for CVD detection by 

connecting DL methodologies, particularly utilizing DenseNet for feature extraction, Grasshopper Optimization 

Algorithm (GOA) for parameter tuning, and Deep Belief Network (DBN) for classification. Retinal fundus 

images provide a useful resources for evaluating cardiovascular conditions, giving a non-invasive and quickly 

accessible process of detecting CVDs. DenseNet, a deep neural network (DNN) framework known for its 

extensive feature- representations, has been employed for extracting useful features from these images. GOA, 

stimulated by the foraged behavior of grasshoppers, is exploited to fine-tune the hyperparameters of the method, 

improving its performance. The DBN classification model is trained for differentiating among normal and CVD-

affected retinal images depends on the extracted features. GOA iteratively enhances the hyperparameters of the 

DBN, confirming that the system attains its maximum accuracy capability. The simulation outcomes represented 

the excellent outcomes of the GOADL-BVSC method over other existing models with regard to different levels. 

Keywords: Cardiovascular diseases; Retinal fundus images; Blood vessel segmentation; Grasshopper 

Optimization Algorithm; Deep learning 

1. Introduction 

Cardiovascular disease (CVD) is the foremost cause of death globally with type 1 and type 2 diabetes which are 

known high-risk issues [1]. Several struggles have been created to enhance CVD risk prediction. There is 
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substantial proof that retinopathy and CVD share mutual risk factors in diabetes so the analytical data on CVD 

may be estimated from the Retinal Images (RI) [2]. Past researchers have shown that retinal vasculature 

characteristics are detected by retinal fundus imaging that includes valuable info about CC health. For example, 

vascular calibre, venular occlusion and a combination of several retinal data have shown sturdy suggestions for 

the occurrence of future CC actions. In research, the people with diabetes involved quite small unit sizes [3]. This 

shows that there are varieties of conventional CVD risk issues like sex, age and smoking status that can be 

identified by employing DL on retinal fundus images. In a recent study, there was an aggressive growth in many 

studies that utilized AI and DL to remove data from RI [4]. The power of DL is mainly utilized to extract info 

from RI because there is strong interest in employing the RI data created by DL models to enhance the 

conventional means of assessing CVD risk [5]. 

Retinal photography analysis has gained huge popularity within medical imaging models due to its cost-effective 

nature and non-invasive [6]. Retinal fundus images (RFI) are gained from prediction of the rear portion of the eye 

on a two-dimensional level by utilizing a monocular camera [7]. The various eye structures and biomarkers can 

be recognized from RFI because it plays a vital role in detecting retinal anomalies and diseases like macular 

edema degeneration, diabetic retinopathy (DR), glaucoma and much more. In the last few years, DL used to ocular 

has stimulated abundant concern in the systematic community [8]. The prediction and identification of ocular 

biomarkers of general illnesses are gaining more interest from researchers [9]. DL models are producing insights 

regarding eye–body connections via retinal morphology examination to improve the understanding of difficult 

illnesses like cardiovascular disease, traumatic brain injury, renal impairment, Alzheimer’s disease, 

musculoskeletal diseases or anaemia recognition [10]. 

Schlesinger and Stultz [11] developed a model to estimate DL methods and consider numerous remarkable 

applications in light of these rubrics. Physicians and Data scientists have similarly implemented several DL 

algorithms to both organized electronic health record data and medical images. In several conditions, these 

techniques leads to risk stratification framework, which can be enhanced discriminatory capability compared with 

additional straightforward techniques.  Revathi et al. [12] developed Retinal fundus images to detect the possible 

risk influences of CVD. Hypertensive Retinopathy and Cholesterol-Embolization Syndrome (CES) have been 

major harmful factors. Generative Adversarial Network (GAN) was exploited as a DL technique for producing 

images with higher resolution. This study also employs a present retraining ImageNet architecture to solve 

customized image classification processes. 

In [13], an efficient method for CVD risk forecast was established utilizing retinal fundus images. Firstly, pre-

processing is accomplished by employing grayscale conversion. Secondly, the cardiovascular risk evaluation is 

performed by a Deep neuro-fuzzy network (DNFN). Lastly, the DNFN has been trained to implement the emerged 

Fractional Calculus-Horse Herd Optimizer Algorithm (FCHOA) that could be developed by integrating Horse 

Herd Optimizer algorithm (HOA) and Fractional Calculus (FC). In [14], a DL method to evaluate CACS from 

retinal fundus images was presented. This introduced technique executes the training of deep-CCNs (DCNNs) 

with retinal fundus images for forecasting auxiliary HER datasets compared with CACS. Additionally, this work 

performs an activity-based augmentation technique that determines flare occurrence that normally arises in a 
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retinal fundus image. Rim et al. [15] designed and validated an innovative cardiovascular risk stratification 

technique depends on DL forecasting CAC from retinal images. A DL method has been trained for forecasting 

the possibility of the existence of CAC such as RetiCAC, and DL retinal CAC score. This graded RetiCAC rates 

into tertiles and employed Cox proportional risks approach for estimative the capability of RetiCAC to prognostic 

CAV occurrences, which are dependent upon external testing sets. 

In this study, we present an innovative Grasshopper Optimization Algorithm with Deep Learning based Blood 

Vessel Segmentation and Classification (GOADL-BVSC) model for grading  the CVD. This analysis suggests a 

robust method for CVD detection by connecting DL methodologies, particularly utilizing DenseNet for feature 

extraction, Grasshopper Optimization Algorithm (GOA) for parameter tuning, and Deep Belief Network (DBN) 

for classification. DenseNet, a deep neural network (DNN) framework known for its extensive feature- 

representations, has been employed for extracting useful features from these images. GOA, stimulated by the 

foraged behavior of grasshoppers, is exploited to fine-tune the hyperparameters of the method, improving its 

performance. The DBN classification model is trained for differentiating among normal and CVD-affected retinal 

images depends on the extracted features. The simulation outcomes represented the excellent outcomes of the 

GOADL-BVSC method over other existing models with regard to different levels. 

2. The proposed model 

In this work, we have considered the development of the GOADL-BVSC method for automated and accurate 

CVD with retinal fundus images. The GOADL-BVSC approach includes GOA based hyperparameter tuning, 

DBN based classification, and DenseNet based feature extraction. Fig. 1 illustrates the entire process of GOADL-

BVSC algorithm. 

 

Fig. 1. Overall process of GOADL-BVSC algorithm  
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2.1. Feature extraction 

For the process of feature extraction, DenseNet is employed in this study. DenseNet, short for Densely Connected 

Convolutional Network, is a deep learning model designed to address the gradient vanishing problems and 

enhance feature reuse in CNN [16]. In classical CNN, each layer is sequentially connected, and features are passed 

from one layer to the next. DenseNet introduces dense connection, where each layer is connected to each 

subsequent layer in a feedforward way. This dense connectivity allows gradient flow and feature propagation 

through short path, which mitigates the gradient vanishing problem. One of the considerable advantages of 

DenseNet is its parameter efficacy. Compared to classical architectures like ResNet, the number of parameters in 

the network is decreased due to dense connections. This enables more efficient training and better feature 

extraction. Moreover, DenseNet excels in feature reuse, as low-level features are easily accessible by deep layers, 

improving the model's representation ability. DenseNet architecture is commonly used for image segmentation, 

image classification, and object detection tasks. They have consistently accomplished state-of-the-art 

performance on benchmark datasets, which demonstrate the efficiency of dense connectivity in deep neural 

network. 

2.2. Hyperparameter tuning 

In this stage, the GOA is used for hyperparameter tuning process. GOA method is stimulated by the swarming 

and foraging behavior of grasshoppers in nature for finding numerical optimization problems [17]. The life cycle 

of the grasshopper comprises a 2 phases namely adulthood and nymph. Slight movements and small stages 

represent the nymph phase, whereas extensive and unexpected movements are considered the adulthood phase. 

Automatically expressing the GOA search method can be divided into 2 phases such as exploration and 

exploitation. 

In the exploration phase, we update each the positions’ values and calculate the fitness value of every grasshopper 

swarms (search for food sources). During exploitation phase, we determine the best solution between every 

solution (search for best food sources).  

Principal of the GOA. In the GOA model, all grasshoppers describe a solution in the population. The grasshopper 

swarms behavior can be mathematically exhibited and employed for computing the position 𝑋𝑖 of all solutions as 

given below: 

𝑋𝑖 = 𝑆𝑖 + 𝐺𝑖 + 𝐴𝑖                                                         (1) 

Where 𝑆𝑖 indicates the grasshopper interaction among the solutions and the other grasshoppers’ swarms,  𝑥𝑖 

represents the ith grasshopper’s position, 𝐴𝑖 is the wind advection, and  𝐺𝑖 indicates the gravity force on the ith 

solution that could be denoted by the given formula: 

𝑆𝑖 = ∑ 𝑠

𝑁

𝑗=1

(𝑑𝑖𝑗)𝑑𝑖𝑗̂,      𝑤ℎ𝑒𝑟𝑒 𝑖 ≠ 𝑗                                       (2) 

𝑠 = 𝑓𝑒
−𝑟

𝑙 − 𝑒−𝑟                                                        (3) 
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Where 𝑑𝑖𝑗 = |𝑥𝑗 − 𝑥𝑖| describes the Euclidean distance among the 𝑖𝑡ℎ and the 𝑗𝑡ℎ grasshoppers swarm, 𝑁 

represents the number of grasshoppers, and 𝑑𝑖𝑗̂ =
|𝑥𝑗−𝑥𝑖 |

𝑑𝑖𝑗
 signifies the unit vector from the 𝑖𝑡ℎ to 𝑗𝑡ℎ grasshopper 

swarm. 

Additionally, 𝑠 is the strength of 2 stages social forces (attraction and repulsion among grasshopper swarms), 

where 𝑓 is the intensity of attraction and 𝑙 is the attractive length scale. The mathematical formula indicates how 

to compute the force of gravity 𝐺𝑖: 

𝐺𝑖 = −𝑔𝑒𝑔̂                                                                        (4) 

Where 𝑒𝑔̂ is unit vector toward center of earth,  𝑔 describes the gravitational constant and. The mathematical 

formula is given for how to calculate 𝐴𝑗: 

𝐴𝑖 = 𝑢𝑒𝑤̂                                                                         (5) 

Where 𝑒𝑤̂ represents the unit vector in the wind direction, 𝑢 is a drift constant and Then changing the values of 

𝑆𝑖 , 𝐺𝑖, and 𝐴𝑖, Eq. (1) could be regenerated succeeded by Eqs. (2), (3), (4) and (5): 

𝑋𝑖 = ∑ 𝑠

𝑁

𝑗=1

(𝑑𝑖𝑗)𝑑𝑖𝑗̂ − 𝑔𝑒𝑔̂ + 𝑢𝑒𝑤̂ 

= ∑ 𝑠

𝑁

𝑗=1

(|𝑥𝑗 − 𝑥𝑗|)
|𝑥𝑗 − 𝑥𝑖̂ |

𝑑𝑖𝑗
− 𝑔𝑒𝑔̂ + 𝑢𝑒𝑤̂ 𝑤ℎ𝑒𝑟𝑒 𝑖 ≠ 𝑗                  (6) 

Although, the mathematical form of Eq. (6) is not applied directly to determine the optimization issues, as 

primarily the grasshoppers rapidly reach their comfort situation and the grasshopper’s swarms from failing to 

converge for locating target or certain point (global optimum). To determine optimization difficulties and avoid 

grasshopper swarms from rapidly attaining their comfortable zone, the calculation accurately utilized to find 

optimization issues are modelled by mathematical formula is gin: 

𝑋𝑖
𝑑 = 𝑐 (∑ 𝑐

𝑁

𝑗=1

𝑈𝐵𝑑 − 𝐿𝐵𝑑

2
𝑠(|𝑥𝑗

𝑑 − 𝑥𝑖
𝑑|)

|𝑥𝑗 − 𝑥𝑖|

𝑑𝑖𝑗
 ) + 𝑇𝑑̂                       (7) 

where 𝐿𝐵𝑑  and 𝑈𝐵𝑑are the lower and upper boundaries in the dth dimension individually, 𝑇𝑑 represent the best 

solution created so far in the 𝑑𝑡ℎ dimension space. At Eq. (7), the gravity force could not measured without 𝐺𝑖 

constituent. And suppose that the wind direction (𝐴𝑗 component) has continually towards a target 𝑇𝑑. The second 

term 𝑇𝑑̂, regenerates the feature of grasshoppers to change towards the food source. 

2.3. DBN based classification 

At the final phase, the CVD classification method has been executed by employing DBN technique. DBN is a 

kind of artificial neural network that fuses the principle of deep learning and probabilistic graphical models [18]. 
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DBNs comprise multiple layers of stochastic, hidden variables (nodes) that capture complex hierarchical 

representation of data. They are mainly utilized for unsupervised learning and have found applications in tasks 

such as generative modeling, feature learning, and dimensionality reduction. The architecture of DBN generally 

includes a stack of Restricted Boltzmann Machines (RBMs), which are a kind of probabilistic graphical model. 

Each RBM comprises of two layers: a visible layer representing the observed data and hidden layer that models 

hidden variables. RBM is trained by a contrastive divergence model that adjusts the weight to maximize the 

probability of the observed data. The strength of DBNs lies in their capability to automatically learn hierarchical 

features from raw information. This hierarchical feature learning enables them to capture intricate patterns and 

dependency in complex datasets, making them suitable for tasks like image and speech recognition. Also, DBN 

is finetuned for supervised learning task by adding additional output layer, transforming them into DBNs. One of 

the significant benefits of DBNs is their capability to effectively initialize deep neural network. By pretraining 

each layer as an RBM and finetuning the entire network, DBNs alleviate the gradient vanishing problems, 

enabling the training of deep architecture. This pretraining model has been pivotal in the success of deep learning 

in various fields. 

3. Experimental validation 

The proposed GOADL-BVSC system is tested employing the DR database from Kaggle repository [19]. The 

database holds 35126 instances with five classes as described in Table 1. 

Table 1 Details of DR dataset  

Label Class No. of Instances 

DR-0 No DR 25810 

DR-1 Mild DR 2443 

DR-2 Moderate DR 5292 

DR-3 Severe DR 873 

DR-4 Proliferative DR 708 

Total Number of Instances 35126 
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Fig. 2. Classifier performance (a-b) Confusion matrices, (c) PR curve, (d) ROC 

Fig. 2 shows the classifier analysis of the GOADL-BVSC system on the test database. Figs. 2a-2b represents the 

confusion matrices offered by the GOADL-BVSC technique at 70:30 of TR phase/TS phase. The figure indicated 

that the GOADL-BVSC model has precisely identified and categorized all 5 classes. Additionally, Fig. 2c exhibits 

the PR analysis of the GOADL-BVSC approach. The figure shows that the GOADL-BVSC model has attained 

better PR performance with each classes. Lastly, Fig. 2d illustrates the ROC analysis of the GOADL-BVSC 

methodology. The figure represented that the GOADL-BVSC technique can be effective outcomes with superior 

ROC values with each class. 

Table 2 exhibits the DR classification analysis of GOADL-BVSC system at 70:30 of TR phase/TS phase. The 

simulated outcome indicates that the GOADL-BVSC algorithm proficiently detects with each class. Additionally, 

based on 70% of TR phase, the GOADL-BVSC methodology attains average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, and 

𝐹𝑠𝑐𝑜𝑟𝑒 of 98.07%, 89.59%, 79.89%, 97.46%, and 83.95%. Likewise, with 30% of TS phase, the GOADL-BVSC 

approach gets average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.11%, 89.28%, 80.02%, 97.52%, and 83.85% 

respectively. 
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Table 2 DR classifier outcome of GOADL-BVSC approach with 70:30 of TR phase/TS phase 

Class Accuracy Precision Sensitivity Specificity F-Score 

Training Phase (70%) 

DR-0 96.19 96.30 98.60 89.60 97.43 

DR-1 98.53 91.14 87.55 99.36 89.31 

DR-2 97.93 93.87 92.31 98.93 93.08 

DR-3 98.84 84.68 66.88 99.68 74.73 

DR-4 98.84 81.96 54.14 99.76 65.21 

Average 98.07 89.59 79.89 97.46 83.95 

Testing Phase (30%) 

DR-0 96.33 96.51 98.60 89.89 97.54 

DR-1 98.50 90.32 87.29 99.32 88.78 

DR-2 97.96 93.93 92.32 98.95 93.12 

DR-3 98.98 83.41 69.80 99.67 76.00 

DR-4 98.80 82.22 52.11 99.77 63.79 

Average 98.11 89.28 80.02 97.52 83.85 
 

Table 3 and Fig. 3 illustrates the comparison outcome of GOADL-BVSC technique with other systems for 𝑎𝑐𝑐𝑢𝑦. 

The simulated value inferred that the GOADL-BVSC method attain efficacious outcomes. According to 𝑎𝑐𝑐𝑢𝑦, 

the GOADL-BVSC methodology has surpassed greater value with 𝑎𝑐𝑐𝑢𝑦 of 98.11%, whereas the AlexNet, VGG-

16, ResNet-50, ResNet-101, and Inception V3 systems are indicated minimum values with 𝑎𝑐𝑐𝑢𝑦 of 88.81%, 

95.98%, 92.95%, 93.88%, and 95.10% correspondingly. 

Table 3 𝐴𝑐𝑐𝑢𝑦 outcome of GOADL-BVSC approach with other methods 

Methods Accuracy 

AlexNet Model 88.81 

VGG-16 Model 95.98 

ResNet-50 Model 92.95 

ResNet-101 Model 93.88 

Inception V3 Model 95.10 

GOADL-BVSC 98.11 

http://www.jetir.org/


© 2023 JETIR October 2023, Volume 10, Issue 10                                                             www.jetir.org(ISSN-2349-5162) 

JETIR2310214 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org c123 
 

 

Fig. 3. 𝐴𝑐𝑐𝑢𝑦 outcome of GOADL-BVSC approach with other methods  

Table 4 describes the details of CVD dataset. The dataset comprises 400 samples with a 2 classes. 

Table 4 Details of CVD dataset 

Class No. of Samples 

CVD_Positive 200 

CVD_Negative 200 

Total Samples 400 

Fig. 4 shows the classifier analysis of the GOADL-BVSC system with test database. Figs. 4a-4b illustrates the 

confusion matrices given by the GOADL-BVSC system at 70:30 of TR phase/TS phase. The figure signified that 

the GOADL-BVSC approach has appropriately identified and categorized all 2 classes. Moreover, Fig. 4c 

represents the PR analysis of the GOADL-BVSC technique. The figure stated that the GOADL-BVSC algorithm 

has attained better PR performance with each class. Besides, Fig. 4d shows the ROC analysis of the GOADL-

BVSC methodology. The figure revealed that the GOADL-BVSC system leads to effective outcome with higher 

ROC values with each class. 

http://www.jetir.org/


© 2023 JETIR October 2023, Volume 10, Issue 10                                                             www.jetir.org(ISSN-2349-5162) 

JETIR2310214 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org c124 
 

http://www.jetir.org/


© 2023 JETIR October 2023, Volume 10, Issue 10                                                             www.jetir.org(ISSN-2349-5162) 

JETIR2310214 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org c125 
 

 

Fig. 4. Classifier performance (a-b) Confusion matrices, (c) PR curve, (d) ROC 

Table 5 illustrates the CVD classification analysis of GOADL-BVSC method at 70:30 of TR phase/TS phase. 

The simulated outcome denotes that the GOADL-BVSC technique efficiently detects all 2 classes. According to 

70% of TR phase, the GOADL-BVSC system gets average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 

97.43%, 97.62%, 97.43%, 97.43%, and 97.49%. Likewise, based on 30% of TS phase, the GOADL-BVSC 

methodology acquires average 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 96.01%, 95.75%, 96.01%, 96.01%, 

and 95.82% respectively. 

Table 5 CVD classifier outcome of GOADL-BVSC approach with 70:30 of TR phase/TS phase 

Class  Accuracy Precision Sensitivity Specificity AUC Score 

Training Phase (70%) 

CVD_Positive 99.31 96.00 99.31 95.56 97.63 

CVD_Negative 95.56 99.23 95.56 99.31 97.36 

Average 97.43 97.62 97.43 97.43 97.49 

Testing Phase (30%) 

CVD_Positive 98.18 93.10 98.18 93.85 95.58 

CVD_Negative 93.85 98.39 93.85 98.18 96.06 

Average 96.01 95.75 96.01 96.01 95.82 
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Table 6 and Fig. 5 represents the comparison analysis of GOADL-BVSC technique with other approaches with 

respect to 𝑎𝑐𝑐𝑢𝑦 [20, 21]. The simulated outcome exhibits that the GOADL-BVSC model attain successful 

outcomes. Also, with 𝑎𝑐𝑐𝑢𝑦, the GOADL-BVSC system has exceeded better value with 𝑎𝑐𝑐𝑢𝑦 of 97.43%, 

whereas the Inception-ResNet-V2, U-Net-VGG19, Inception V3, and CNN-ResNet50 methodologies are 

represented as decreased values with 𝑎𝑐𝑐𝑢𝑦 of 97%, 96%, 91%, and 80% correspondingly. 

Table 6 𝐴𝑐𝑐𝑢𝑦 outcome of GOADL-BVSC approach with other methods 

Architectures Accuracy (%) 

GOADL-BVSC 97.43 

Inception-ResNet-V2 97.00 

U-Net-VGG19 96.00 

InceptionV3 91.00 

CNN-ResNet50 80.00 

 

 

Fig. 5. 𝐴𝑐𝑐𝑢𝑦 outcome of GOADL-BVSC approach with other methods  

4. Conclusion  

In this study, we present an innovative GOADL-BVSC model for grading the CVD. This analysis suggests a 

robust method for CVD detection by connecting DL methodologies, particularly utilizing DenseNet for feature 

extraction, GOA for parameter tuning, and DBN for classification. Retinal fundus images provide useful resources 

for evaluating cardiovascular conditions, giving a non-invasive and quickly accessible process of detecting CVDs. 

GOA iteratively enhances the hyperparameters of the DBN, confirming that the system attains its maximum 
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accuracy capability. The simulation outcomes represented the excellent outcomes of the GOADL-BVSC method 

over other existing models with regard to different levels. 
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