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Abstract :  Over the recent years, there’s been a boost in research on data extraction. In today’s digitalized world, everything has 

become digital like Text files, Invoices, Bills, etc. Optical Character Recognition (OCR) is the technology which converts an 

image into a machine-readable text format, hence stores as text data. Nowadays, most businesses involve receiving information 

from print media, like invoices, printed contracts, etc. Therefore, manually this process takes a lot of time and can be tedious and 

so this project will help them. In this project, our aim is to extract whole data from Invoices along with the texts present inside the 

table. And classify them like dictionary, Key: Value pair. 

 

IndexTerms - Deep learning, OCR, Named Entity Recognition (NER), Natural Language Processing (NLP), YOLO, Data 

extraction 

I. INTRODUCTION 

 

An Optical Character Recognition (OCR) is a powerful tool that is used to extract words and lines of text from scans and images. It 

uses machine learning to perform text extraction and is a deep learning AI-based technology [1][2]. It can identify text inside an 

image and turn it into an editable digital document [2]. OCR technology has made breakthroughs in text recognition, although it 

should not be confused with intelligent character recognition (ICR), which only works with handwritten text [3]. This technology 

can be used to enhance text extraction accuracy, as it employs several machine algorithms for pattern recognition to identify the 

presence and layout of the text in an image file, complementing data extraction to enhance text extraction accuracy [1][4][3]. This 

software can also help make digital data editable, like receipts, bills, or invoices [2]. The effectiveness and preciseness of OCR 

technology depends on the quality of the image being processed, and text extracted using OCR technology should be reviewed to 

ensure accuracy, which can be further enhanced by using computer vision techniques like box and line detection [3][5]. Beside 

OCR, few more deep learning technologies are used like, YOLO.  

 

A. You Only Look Once (YOLO) 

 

YOLO is an efficient object detection architecture that requires only one network pass. It does away with the necessity for 

several runs or a two-step procedure. By splitting the input image into a grid and predicting B bounding boxes with 

confidence scores for C classes per grid element, the YOLO object recognition technique finds all bounding boxes at once. 

Each bounding box prediction includes Pc, which indicates the model's confidence and accuracy. The box and by 

coordinates are the centers of the box with relation to the grid cell and the entire picture, respectively [11]. 

 

 

 

 

 

 

Figure 1 Figure 2 
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B. Natural Language Processing (NLP) 

 

Natural language processing (NLP) is a type of machine learning that allows computers to interpret, manipulate, and 

comprehend human language. NLP can be used to interpret and analyze free, unstructured text. To process human 
language, it blends computational linguistics, machine learning, and deep learning models [12]. 

 

C. Named-Entity Recognition (NER)  

NER is a subtask of information extraction that aims to identify and categories objects such as persons, locations, 

organizations, products, and so on. Its purpose is to automatically recognize and classify these named items in text, 

making the content easier to grasp for machine learning. NER is utilized in a wide Figure 1. Normal Image Figure 2. 

Image with annotation using YOLO range of applications, including data extraction, question answering, and machine 
translation. 

 

 

 

 

II. Literature Survey 

 

OCR technology has its origins in telegraphy. On the eve of World War I, scientist Emanuel Goldberg devised a computer capable 

of reading characters and converting them into telegraph code - an early version of optical character recognition [6]. Ray Kurzweil, 

an inventor, futurist, and the founder of Kurzweil Computer Products, created an omni-font OCR system, as well as the CCD 

flatbed scanner, which marked the commercial start of OCR [7]. The increasing use of personal computers and the internet in the 

1990s resulted in a major growth in the use of OCR technology. Books, periodicals, and other printed items were digitised using 

this technology, making it simpler to search for and retrieve information [8]. In 2000s, Google also famously launched Google 

Books, code-named Project Ocean, using OCR to digitize tens of millions of books and make their text searchable, which shown 

improvement in the technology [8]. And in the current scenario, this technology has improved and become more sophisticated than 

ever before. It has progressed with the introduction of new algorithms and improved hardware [8]. In the recent researches, a few 

authors experimented text extraction using different algorithms like, OCR, Sentiment Analysis, Bag of Words, Robust algorithm, 
MSER (Maximum Stable Extremal Regions), SWT (Stroke Width Transformation) [9]. 

. 

 

S.No. Author/Paper Title Method/Algorithm used Accuracy (%) 

1.  Sandhya Arora [11] Intersection on features 

with Neural Networks 

89.12  

2.  R Sanjeev and R D 

Sudhakar [26] 

Two stage Multi-Network 

(Neural Network) 

91 

 

 

 

III. Methodology  

 

Today's difficulties frequently cross traditional departmental lines, needing an interdisciplinary approach. This study bridges the 

gap between theoretical concepts and practical data extraction implementation, addressing the critical need for a systematic and 

effective approach to extracting valuable insights from complex datasets, ensuring a comprehensive view of data extraction from 

invoices using OCR technology. 

 

Figure 3 

Table 1 
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3.1 Data Collection  

 

In this section, dataset containing 300 images is loaded from Kaggle into google collab notebook. Fig. 6 shows an example of an 

adequate resolution image which would be acceptable. 

 

 

 

Figure 4 

Figure 6 Figure 5 
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3.2 Pre-Processing 

 

 In this section of paper, all the images go through preprocessing to achieve a better output with least loss function. Using 

OpenCV, enhancing these particular things: 

 

  

• Sharpness: Applying sharpening filters can enhance the edges and details in an image.  

 

• Blur: Used to reduce noise and unwanted details in an image, making it smoother and potentially improving the quality of 

subsequent image analysis or computer vision tasks. 

 

 • Thresholding: Used in image analysis and computer vision to convert a grayscale image into a binary image, where each pixel 

is classified as either foreground (object of interest) or background.  

 

• Gaussian Blur: Used in image processing and computer vision to reduce noise and enhance important features in an image by 

applying a Gaussian filter. 

 

Mathematically, Gaussian Blur G(x,y) is 

𝐺(𝑥, 𝑦) =  
1

2𝜋𝜎2
𝑒− 

(𝑥2−𝑦2)

2𝜎  

 

 

3.3 Text Extraction 

 

This project is divided into 2 parts: 

 Meta data (All content excluding Table) 

 Service data (only content of Table) 

Metadata is trained using an NLP library, Spacy whereas Service data using YOLO. For extracting the data, PaddleOCR has been 

used. To extract the data from inside the table can't be done directly, as it leads to improper formatting in the output which lowers 

the accuracy of the model. So, we detected columns inside tables. And then, extracted text data from columns directly using 

PaddleOCR, which shows better and optimized output.  

 

 

 

3.4 Text Annotation using NER 

Now, to annotate each and every key to their values, we are using Roboflow and training the set on 320 images.  Annotation like, 

"abc@xyz.com" is seller's email address in extracted data. So, to annotate "abc@xyz.com" as seller email address, annotation is 

mandatory. 

3.5 Text Cleaning 

Now, text cleaning is an efficient way of achieving maximum accuracy. It involves various steps like, 

 Lower case 

 Tokenization (Separating words using comma) 

 

 Removing stop words (I, Am, Are, etc.) 

Figure 7 
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 Removing unnecessary symbols (^ or ~ etc.) 

 Removing extra whitespaces. 

 

IV. RESULTS AND DISCUSSION 
 
This research has resulted to some pretty good outcomes, but it also claims that there is still a hope for development in the 

future. This approach extracts text and information from all printed invoices but fails with handwritten invoices. The overall 

accuracy achieved is 84% using PaddleOCR technology. Refer to Fig. 8. For the sample output. For more better results, larger 

dataset is required to train the model so that machine can predict on its own. 

 

 

Figure 8 
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