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Abstract: 

Alzheimer's is an irreversible brain illness that causes thinking and memory problems, a shrinking of the total mind, and ultimately 

leads to death. The development of more effective treatments for AD depends on early detection. Artificial intelligence's machine 

learning (ML) field uses a range of probabilistic and optimisation methods that enable PCs to benefit from large and intricate 

datasets. Consequently, scientists concentrate on applying machine learning often to diagnose AD in its early phases. This study 

reviews, analyses, and critically assesses recent research on the use of ML approaches for early AD identification. Although a 

number of approaches demonstrated encouraging prediction accuracy, it was challenging to conduct a fair comparison between them 

because they were assessed on various pathologically untested data sets from various imaging modalities. Additionally, a lot of other 

elements including pre-processing, the quantity of significant characteristics for feature selection and class imbalance have a 

noticeable impact on how well the prediction is   assessed. In order to get over these restrictions, a model is put forth that consists 

of an initial pre-processing stage, imperative attribute selection, and association rule mining for classification. Additionally, this 

suggested model-based method has the ability to differentiate AD from healthy controls and points research in the correct direction 

for early AD diagnosis. 
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Introduction: 

One form of dementia called Alzheimer's disease (AD) is characterised by increasing cognitive difficulties. and actions that begin 

in middle or advanced age. The degradation of specific brain cells and the existence of neuritic plaques in the brain are the pathologic 

features. Typically, the symptoms worsen gradually over time and become disruptive to day-to-day activities. Even though age is 

the main risk factor, AD is not only a disease of advanced age. The patient experiences moderate memory loss in the early stages, 

but their ability to respond and converse significantly deteriorates in later stages. 

Although there is currently no cure for Alzheimer's disease (AD), an early diagnosis can help reduce the severity of the condition. 

illness and assist the sufferers in leading better lives. According to reports, the number of people affected by AD will double over 

the next 20 years (Zhang, 2011), and by 2050, 1 in 85 people will have the condition (Ron Brookmeyer, 2007). Therefore, it is 

crucial to get an accurate diagnosis, particularly in the early stages of AD. 

Data interpretation and analysis are done by machine learning. It can also categorise patterns and model data. It enables choices to 

be taken that would not be possible to generally using standard procedures while economising time and effort (Mitchell T, 1997) 

(Duda RO, 2001). In medical image formation mining (Supekar, 2008) and retrieval (Bookheimer, 2000), machine learning 

techniques have been widely applied for computer-aided diagnosis. A wide range of other applications have also been explored 

(Cruz, 2006), particularly in the identification and categorization of brain diseases utilising CRT images and x-rays (Petricoin, 2004). 

The attempt by AD specialists to use machine learning for AD prediction has often come much later. Consequently, there isn't much 

research in the subject of machine learning and Alzheimer's disease prediction. But modern imaging  

high throughput diagnostics and technology have left us overwhelmed by the sheer volume of cellular, clinical, and molecular 

parameters—hundreds, even. Standard measurements and human instinct don't always work in the current situation. Because of this, 

we are forced to rely on highly computational and unconventional methods, including machine learning. The practice of 

incorporating machine learning into illness prediction and visualisation is a small portion of a growing trend. in the direction of 

tailored medication (Cruz, 2006) and foresight (Weston, 2004). This shift is crucial for improving patients' quality of life and 

lifestyle, as well as for health economists, doctors, and treatment decision-makers. Several similar tendencies and gaps have been 

found after reviewing and analysing the previous studies. Among the most obvious changes is the dramatic rise in AD prognosis 

and detection by machine learning techniques. An imbalance of events with attributes (few instances and too many attributes) was 

one of the main gaps, and the utilisation of Uncertainty in outcomes can be caused by a pathologically unproven data set, class 

imbalance (too few examples in one class and too many in another), overtraining, and a lack of external testing or validation. 
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However, better designed and validated research demonstrated that machine learning techniques could increase the accuracy of AD 

prediction when compared to conventional statistical techniques. Additionally, machine learning is crucial for prognosis and 

prediction of AD. A model for the accurate diagnosis of AD onset is put out in an effort to get beyond these limitations. Taking into 

account the pathologically demonstrated data set, the Pre-processing is a stage in the suggested paradigm that addresses the problem 

of class imbalance. The "curse of dimensionality," which is caused by having too few instances and too many attributes, can be 

avoided by selecting important attributes using machine learning techniques (Cruz, 2006). The dataset is split up into training and 

testing data by the model. The dataset is split up into training and testing data by the model. Over-training is a condition caused by 

training data on a little amount of testing data.  

According to Chaves (2010). As a result, training data ought to be chosen so that it covers a reasonable portion of the real data. The 

model uses minimum support and minimum confidence association rule mining for classification. The work is structured so that the 

various machine learning approaches are described in Section II. The review and critical assessment of the literature are included in 

Sections III and IV. In Section V, the proposed model is explained. Section VI concludes with some conclusions.  

1.Machine Learning Methods: 

Before delving into the detailed analysis of machine learning methods, it is imperative to establish a comprehensive understanding 

of what machine learning entails and the commonly employed techniques in Alzheimer's disease (AD) prognosis. Positioned within 

the broader scope of artificial intelligence, machine learning harnesses an array of tools to make informed statistical and probabilistic 

decisions based on accumulated knowledge. Leveraging past learning or training, it classifies new events and predicts emerging 

patterns, showcasing a considerable potency when compared to conventional statistical tools. Successful application of machine 

learning demands a profound comprehension of the problem at hand and a nuanced awareness of algorithmic limitations. Effective 

outcomes hinge on meticulous experimentation, judicious training implementation, and rigorous result validation. Notably, each 

machine learning algorithm exhibits distinct characteristics; some are tailored to specific assumptions or data types, rendering them 

inapplicable to others. Therefore, employing multiple machine learning methods on a given training dataset becomes crucial. 

Broadly categorized, machine learning encompasses three primary types of learning algorithms: 

1. Supervised learning, wherein the program learns from provided training data to map inputs to desired outputs; 2. Unsupervised 

learning, (Duda RO, 2001) characterized by self-learning from unclassified and unlabeled data; 3. Reinforcement learning, (Mitchell 

T, 1997) involving a dynamic interaction where the algorithm learns through trial and error. In the realm of AD prognosis and 

diagnosis, nearly all employed algorithms are supervised learning techniques, including Artificial Neural Networks, Decision Trees, 

genetic algorithms, and linear discriminant analysis. 

Additional techniques commonly utilized include Support Vector Machines (SVM), Association Rule (AR) mining, and Ensemble 

methods. Notably, SVM, a relatively newer technique in the realm of machine learning, has gained global recognition but remains 

somewhat overlooked in the field of Alzheimer's disease (AD) prognosis. Conversely, methods such as (KNN) K-Nearest Neighbors 

and (DTs) Decision Trees are not extensively employed in AD predictions. Despite an in-depth review of numerous high-quality 

papers for this analysis, a prevalent issue emerges—most lacked a validated dataset specific to AD, and they often exhibited 

deficiencies in external or internal validation. Moreover, the studies frequently grappled with an excess of attributes, leading to 

overtraining, and lacked a well-defined standard for result comparison. These challenges and their implications are further explored 

in Section IV. 

 

2.LITERATURE REVIEW: 
 

Numerous researchers have undertaken comprehensive studies on the classification and diagnosis of Alzheimer's Disease (AD), 

contributing to a substantial body of literature in this domain. This section provides a concise review of the pertinent scholarly work 

in the field. 

 

2.1 Single Modality Approach: 
Addressing the formidable challenge of computer-aided diagnosis for early-stage Alzheimer's Disease (AD), R. Chaves et al. (2010) 

introduced a novel classification method aimed at achieving effective and timely AD diagnosis. Their approach leveraged 

association rule mining to identify relationships among attributes within pre-processed datasets. Specifically, the method focused 

on tridimensional activated brain regions of interest (ROIs), derived through a series of steps involving the consideration of voxels 

as features (VAF) and activation estimation using a defined threshold. The study utilized a Single Photon Emission Computed 

Tomography (SPECT) dataset comprising 97 instances, with 43 classified as normal controls and 54 as AD patients. Comparative 

analyses against other techniques, including VAF, PCA-SVM, and GMM-SVM, demonstrated a notable classification accuracy of 

95.87% (100% sensitivity, 92.86% specificity). The authors claimed a reduction in computational cost while maintaining negligible 

differences in accuracies, emphasizing the method's efficacy in terms of computational efficiency. They characterized it as an 

"effective" approach for the diagnosis of AD. 

 

Tackling the diagnostic challenge of identifying the early stages of Alzheimer's Disease (AD) through clinical conventions, R. 

Chaves et al. (2011) extended their research by exploring associations among attributes while characterizing perfusion patterns in 

Single Photon Emission Computed Tomography (SPECT) images of normal subjects. Employing a comprehensive image database, 

the study aimed to replicate the knowledge of medical experts in the field. The dataset, sourced from the Alzheimer's Disease 

Neuroimaging Initiative (ADNI) and pathologically unproven, consisted of 97 participants, with 41 classified as healthy controls 

and 56 as AD patients by expert physicians. Comparative analyses involving techniques such as PCA-SVM and GMM-SVM yielded 

a classification accuracy of 94.87%, complemented by 91.07% sensitivity and 100% specificity. Notably, efforts were made to 
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minimize class imbalance, and the results were derived from pathologically unproven data, although the discussion did not delve 

into the treatment of missing values in the dataset. 

 

The utilization of pathologically unproven datasets of Alzheimer's Disease (AD) not only rendered them applicable to various 

imaging technologies but also extended their diagnostic potential to other neurodegenerative diseases. In this context, R. Chaves et 

al. (2012) introduced a mining technique employing association rule mining defined over discriminant regions using pre-processed 

Single Photon Emission Computed Tomography (SPECT) and Positron Emission Tomography (PET) imaging modalities. The 

dataset comprised 97 participants, with 42 identified as healthy controls and 55 as AD patients by expert physicians. Comparative 

assessments against other techniques, including PCA-SVM and VAF-SVM, demonstrated superior performance, with an accuracy 

of 92.78% (87.5% sensitivity, 100% specificity) for SPECT and 91.33% accuracy (82.67% sensitivity, 100% specificity) for PET. 

Although there was no discussion about handling missing values, the study successfully reduced class imbalance, thereby enhancing 

the reliability of the results. 

 

In the study conducted by Veeramuthu et al. (2014), a Computer-Aided Diagnosis (CAD) tool was developed to aid decision-making 

regarding the presence of abnormalities in the human brain. The authors recommended preprocessing of Positron Emission 

Tomography (PET) datasets, including spatial normalization and intensity normalization. Feature extraction was carried out using 

Fisher Discriminants Ratio (FDR) to obtain Regions of Interest (ROIs). Instances were classified as normal if the extracted number 

of verified rules surpassed the final threshold; otherwise, the image was categorized as Alzheimer's Disease (AD). The authors 

asserted an accuracy of 91.33%, with 82.67% sensitivity and 100% specificity, comparing favorably to other methods such as VAF, 

PCA+SVM, and NFM+SVM. Notably, the study lacked details on the number of instances used in the dataset, and there was no 

discussion on how missing data and class imbalance were addressed. The dataset employed in the study was not pathologically 

proven. Additionally, the authors did not provide information on support and confidence, essential parameters of Association Rule 

(AR) mining, and failed to outline a validation method for their proposed approach. 

 

In response to the promising findings from PET data, R. Chaves et al. (2012) sought to enhance the prediction accuracy of 

Alzheimer's Disease (AD), particularly in its early stages—an area of paramount concern for researchers. Their objective was to 

improve AD diagnosis using the Apriori Association Rule (AR) progression, with the broader goal of developing new treatments 

and monitoring their effectiveness while concurrently reducing the computational time and cost associated with clinical trials. The 

authors introduced a method that involved a more detailed analysis of PET, incorporating FDG-PET and PiB-PET. The dataset 

encompassed 103 participants, comprising 19 controls (CTRL), 19 AD patients, and 65 individuals with Mild Cognitive Impairment 

(MCI). Noteworthy results were achieved for PiB-PET, boasting a classification accuracy of 97.37%. Furthermore, when combined 

with FDG-PET, the approach attained a classification accuracy of 94.74%, while FDG-PET alone achieved an accuracy of 92.11%. 

It is important to acknowledge that the proposed method worked with a relatively small-sized, pathologically unproven dataset, 

presenting challenges related to class imbalance that may introduce uncertainty in the reported accuracies. 

 

In a parallel effort, Liu, Zhang et al. (2012) made significant contributions to the early diagnosis of Alzheimer's Disease (AD) by 

implementing an ensemble sparse method for classification. Their study underscored the considerable challenges posed by noise 

and small sample sizes in achieving high classification accuracy. Acknowledging that high feature dimensionality might diminish 

classification capabilities with standard models like linear discriminant analysis, Support Vector Machines (SVM), and decision 

trees, the authors employed a Sparse Representation-Based Classifier (SRC). This approach generated local patch-based classifiers, 

which were subsequently fused to enhance robustness and accuracy in classification. The study emphasized that individual sub-

classifiers could be easily trained, substantially improving the dimensionality-to-subject ratio. Notably, the authors found that the 

classification accuracy was high when patches were from AD regions and low otherwise. It is crucial to note that the utilization of 

a pathologically unproven dataset and addressing class imbalance introduced a level of uncertainty in the study's results.  

 

Chaves et al. (2013) extended the exploration of early diagnosis by discretizing continuous attributes through feature selection. The 

authors utilized the mean of control images to create a mask using histogram segmentation. Association Rule (AR) mining employed 

these Regions of Interest (ROIs) as input, fully characterizing the normal image pattern using control subject images. SPECT data 

from 97 participants were collected, with 41 being normal controls and 56 having Alzheimer's Disease (AD). Additionally, PET 

data from 150 participants included 75 AD patients and 75 healthy controls. Results demonstrated an accuracy of 96.61% for SPECT 

and 92% for PET, surpassing comparisons with VAF-SVM and PCA-SVM. To the best of current knowledge, this represents the 

highest accuracy achieved for SPECT. However, it's important to note that missing values were not addressed or mentioned in this 

study, and the data used was unproven, potentially impacting the reliability of the results. 

In contrast, Klöppel et al. (2008) utilized structural MRI to distinguish Alzheimer’s disease from healthy controls at an early stage. 

Applying Support Vector Machines (SVM) to MRI enabled reliable disease detection, differentiating it from normal aging. This 

research relied on pathologically proven datasets collected from various centers for effective classification. The proposed method, 

implemented using normalized datasets from 67 AD and 91 healthy controls from different scans, achieved an impressive 

classification accuracy of 96% for AD patients, as pathologically verified through leave-one-out cross-validation using whole brain 

images. The proposed research showed generalization by combining data from different centers however, the data set is too small 

for fair comparisons with other methods 

2.2 Multimodal Approach: 
 

D. Zhang et al. (2011) proposed a method for Alzheimer's disease diagnosis by combining three biomarkers—MRI, PET, and CSF 

(Cerebrospinal Fluid). This approach aimed to discriminate between healthy individuals and those with Alzheimer's disease. The 

baseline dataset included a total of 202 instances, comprising 51 with Alzheimer's disease, 99 with Mild Cognitive Impairment 
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(MCI), and 52 healthy controls. The authors conducted different tests for each modality (MRI, PET, and CSF) and their combination 

using 10-fold cross-validation. 

The multimodal classification method, utilizing all three modalities, achieved a classification accuracy of 93.2%, with 93% 

sensitivity and 93.3% specificity. This represented a consistent improvement compared to individual modality tests, which yielded 

the highest accuracy of 86.5%. The authors asserted that combining modalities enhanced robustness, and the results indicated that 

CSF and PET provided the highest complementary information, while MRI and PET had the highest similar information for 

classification. 

However, the study highlighted some limitations, including the small availability of data for individual subjects on all modalities, 

which affected reasonable classification. The handling of missing values and addressing class imbalance were not discussed in the 

study, posing potential challenges to the generalization of the findings. Despite these limitations, the study demonstrated the 

potential benefits of a multimodal approach for Alzheimer's disease diagnosis. 

 

In alignment with the previous study, Westman, Muehlboeck et al. (2012) conducted research on the combination of baseline MRI 

and CSF data to enhance the classification of Alzheimer's disease (AD) and compared it to individual modalities. The dataset, 

consisting of 369 participants, was used to study regional subcortical volumes and cortical thickness measures. The dataset included 

96 individuals with AD and 273 healthy controls, as labeled by expert physicians. While FDG-PET was not included in this study, 

the authors acknowledged its potential cost implications and expressed interest in comparing their method with the Zhang et al. 

approach, which combined MRI, PET, and CSF. The study employed Orthogonal Partial Least Squares to Latent Structures (OPLS) 

multivariate analysis for 60 variables (57 from MRI and 3 from CSF). The proposed method achieved classification accuracies of 

91.8% for the combined MRI and CSF, which was slightly lower than those reported in a study by Cuingnet et al. (2011). The 

research also revealed that Support Vector Machines (SVM) and Linear Discriminant Analysis (LDA) had been utilized in previous 

studies, while OPLS showed more similarities with SVM, except for its ability to separate structured noise from the correlated 

variation modeling. Earlier studies, such as the one by Kohannim et al. (2010), demonstrated that the combination of MRI and CSF 

significantly improves classification accuracy. The comparison and integration of various modalities underscore the potential for 

enhanced diagnostic accuracy in Alzheimer's disease research. 

 

Table 1: Summary and Critical Evaluation of techniques and limitations of different machine learning based AD studies.  

 

The consideration of the invasiveness and potential distress caused by CSF measures for patients raises concerns, providing a 

rationale for exploring combinations of MRI and PET rather than MRI and CSF. Additionally, the absence of pathological 
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confirmation in the dataset and the lack of information regarding missing data pose potential challenges that could impact the overall 

accuracy of the proposed method. In contrast, Polikar, Tilley et al. (2010) emphasized the promise of CSF biomarkers in the early 

diagnosis of Alzheimer's disease but acknowledged their costly and highly invasive nature, including the potentially painful lumbar 

puncture procedure. To address these issues, their study focused on the fusion of non-invasive biomarkers, such as PET, MRI, and 

EEG, to assess their feasibility for early Alzheimer's disease diagnosis. Employing an ensemble method, each classifier was trained 

on datasets from different sources, aiming to leverage the strengths of various modalities for improved diagnostic accuracy. In the 

study by Parikh and Polikar (2007), classifiers were combined using an appropriate combination rule, specifically the Sum and 

Simple Majority Voting (SMV) rules. These rules were employed to obtain data fusion diagnostic accuracies. After applying a 5-

fold cross-validation, the results showed a classification accuracy of 85.55%. While this represented a 10% to 20% improvement 

compared to the fusion of any two mentioned modalities, it was noted that the accuracy achieved through the ensemble method was 

below that of previous studies, such as the one by Chaves (2013). The use of ensemble methods was acknowledged as promising, 

as indicated by Westman in 2012. Despite the improvement in classification accuracy and efforts to address class imbalance effects, 

the study did not provide information on how missing data were handled. This is an important consideration, as the handling of 

missing data can significantly impact the reliability and generalizability of the results. 

3. CRITICAL EVALUATION: 
The early diagnosis and classification of Alzheimer's disease (AD) have been subjects of extensive research, and several studies 

have contributed valuable insights into various methodologies and approaches. A critical review of related work is essential for 

understanding the advancements, challenges, and gaps in the existing literature. Researchers like R. Chaves et al. (2010, 2011, 2012) 

have focused on the use of machine learning techniques, particularly association rule mining, for effective and early diagnosis of 

AD. Their studies employed datasets derived from SPECT and PET imaging modalities, demonstrating high classification 

accuracies. However, these studies lacked validation with pathologically proven datasets, and issues such as missing values and 

class imbalance were not adequately addressed. 

In summary, while these studies have made significant contributions to the field of AD diagnosis, there are consistent challenges 

such as the lack of pathologically proven datasets, issues related to missing data, and varying levels of invasiveness in the biomarkers 

used. Future research should aim to address these limitations for the development of more robust and reliable diagnostic methods 

for early detection and classification of Alzheimer's disease. 

 

3.1 Limitations: 

The studies outlined in the previous section provide valuable insights into the challenges and considerations associated with machine 

learning experiments in Alzheimer's disease (AD) prognosis and prediction. Several common problems emerged from the analysis, 

including issues related to input size, attributes, and validation. One notable concern is the reliance on smaller datasets to achieve 

higher accuracies, which may lead to overtraining and limit the representativeness of the models for larger populations. While 

achieving impressive accuracy levels, the use of unproven data introduces doubts about the robustness of the models. The importance 

of considering data size for robustness, accuracy, and reproducibility is emphasized, urging researchers to be cautious about the 

potential limitations of smaller datasets. The ratio of attributes to instances is another critical factor influencing the results, and 

attention to the number and general information of attributes is often lacking in the reviewed studies. The need for a balance between 

data quality and attribute selection is stressed, with a call for clearer descriptions of methods ensuring data integrity and quality. 

Feature selection, an essential aspect of effective machine learning, should also be adaptable over time, especially for clinical data 

with evolving parameters. Furthermore, the studies highlight the significance of detailing the training and testing data, as algorithms 

may focus more on classifying the major class, leading to poor predictions for minority classes and damaging overall classification 

quality. The use of pathologically unproven data is acknowledged as introducing uncertainty into the results, emphasizing the 

importance of obtaining such data from specialist centers to mitigate potential drawbacks. 

In summary, the analysis underscores the need for careful consideration of input data, experimental design, and validation 

methodologies in machine learning studies for AD prognosis and prediction. Researchers and evaluators alike should be vigilant in 

addressing potential issues to enhance the reliability and applicability of the generated models. 
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4. PROPOSED MODEL: 

The proposed method for effective classification of Alzheimer's disease (AD) data comprises four sequential steps, each contributing 

to the overall accuracy and reliability of the model (as presented in Fig. 1): 

 

Figure 1: A proposed model for early detection of AD. 

1. Pre-processing: The initial step involves pre-processing the pathologically proven data set to address class imbalance issues. Class 

imbalance can significantly impact classification results; thus, an oversampling technique, specifically the Synthetic Minority 

Oversampling Technique (SMOTE), is employed to ensure a more balanced representation of instances from each class. 

Additionally, the data type is converted from numeric to nominal or from numeric to nominal values, enabling the implementation 

of algorithms designed for these data types. 

2. Attribute Selection: The second step focuses on attribute selection, where a search is conducted through all possible attribute 

combinations to identify the subset that works optimally for prediction and classification. This process aids in reducing 

dimensionality and eliminating irrelevant attributes. Attribute selection can contribute to increased accuracy or reduced 

computational costs in classification tasks. 

3. Classification using AR Mining: The third step involves classification using Association Rule (AR) mining with minimum support 

and minimum confidence. The AR mining process identifies unique associations among attributes within the data. Classification is 

executed through 10-fold cross-validation, where the data is divided into ten parts. One part serves as the test set, while the remaining 

nine constitute the training data. This process is repeated ten times to validate the results and ensure robustness. 

4. Class Threshold: In the final step, a specific threshold is applied to the resultant association rules. This threshold is crucial for 

classifying instances into one of the two classes: Control or AD. The threshold selection plays a significant role in determining the 

sensitivity and specificity of the classification outcomes. 

By systematically progressing through these four steps, the proposed method aims to enhance the classification accuracy of AD 

data, addressing challenges such as class imbalance and attribute relevance, ultimately contributing to more effective and reliable 

AD prognosis 
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5. CONCLUSIONS: 

 
The study presented focuses on comparing and evaluating recent developments in the prognosis and prediction of Alzheimer's 

disease (AD) using machine learning methods. Several key trends have been identified, shedding light on the types of data utilized 

and the performance of machine learning techniques in predicting the early stages of Alzheimer's. Notably, machine learning 

demonstrates an improvement in prediction accuracy compared to traditional statistical tools. However, the review highlights a 

significant limitation in many studies, where clinical diagnoses were not 100% accurate due to the absence of pathological 

verification. This introduces uncertainty into the predicted results. The proposed method in this study addresses these issues by 

leveraging pathologically proven data, thus enhancing the accuracy and validity of the predictions. Moreover, the proposed model 

tackles class imbalance and overtraining problems, providing a more robust solution. The decision to base the model on a single 

modality is strategic, aiming to mitigate the increased computational cost associated with combining different modalities. The 

emphasis on pathologically proven data and a balanced class contributes to accurate and reliable results, offering potential 

improvements in prediction performance for physicians. In summary, the proposed model aims to overcome limitations identified 

in previous research, providing a more effective and reliable approach to predicting Alzheimer's disease. The utilization of 

pathologically proven data and a balanced class ensures a higher level of accuracy and validity in the predictions, enhancing the 

model's applicability in clinical settings. 
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