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Abstract :  Slang is a dynamic component of communication it’s important for creating human-like environment because it 

reflects emotional tones, cultural nuances, and personal emotions. The goal of this research is to improve chatbot conversational 

capabilities by addressing the unique problems that social media slang presents. The Thought was to make it possible for the 

model to understand and provide responses that are consistent with the informal language used in social media interactions. For 

this we created a dataset which had a wide variety of slangs, phrases and informal language sentences taken from various social 

media conversations. The language model is trained using this information to make sure it understands slangs and generate a 

appropriate response that user would be expecting. Evaluation would be based on accuracy of the chatbot's understanding and 

response generation in presence of slang in a question. For successful integration, humor, sentiment and contextual nuances in 

slang-infused messages must be deciphered by the chatbot leading to more naturalistic interactions between human beings. The 

Research explores broader implication for enhancing user engagement and satisfaction in a conversation that is done with a 

chatbot, and creating a new era of natural and culturally aware human-machine interactions. Besides, it also tackles the technical 

challenges of incorporating slang into language models. 

 

IndexTerms - LLM - mistral 7b Instruct, chatbot, social media slangs, NLP, slangs interaction. 

I. INTRODUCTION 

The main motive behind this research is because there are limitations in certain existing chatbots in understanding slang and 

naturalness in conversations. Recognizing that current chatbots often struggle to interpret the intended meaning behind slang terms, 

our focus has been on addressing this gap to enhance user experience. The inadequacy of these systems in comprehending informal 

language nuances creates a potential discomfort for users, as it hinders the chatbot's ability to provide accurate and contextually 

relevant responses. By delving into the improvement of slang understanding, our research aims to bridge this communication gap, 

ensuring that the chatbot not only interprets the true intent behind user queries but also responds in a manner that aligns with the 

casual and colloquial nature of everyday conversations. 

 

                          
Figure 1: existing chatbot - disha   Figure 2: existing chatbots - amazon     Figure 3: existing chatbots - keya 

 

According to figure 1, it was evident that the system had problems understanding some of the slang expressions as it interacted 

with DISHA chatbot. The instance where I used SUP in a casual way to mean “What’s up?” demonstrates this: the chatbot failed to 

interpret the slang and answered poorly. In addition, DISHA encouraged asking it about various persons, So I did by asking 

something like “BTW who is Sunil Kumar,” the bot does not get it right showing its lack of comprehension telling us “sorry idk.” 

However, posing the same question without slang (“By the way”) gave me information about Sunil Kumar; thus highlighting that 
he response failure was due to use of slang. 

Again on Fig 2,3 Similar tests were carried out with other chatbots such as Amazon and Kotak chatbot keya. These chatbots 

experienced issues when responding correctly using terms like “SUP” as “What’s Up” or “W8” as “Wait”. These chatbots 

exhibited difficulties in generating appropriate responses, often providing unrelated information instead. This shows a wider 
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challenge across different chatbot platforms in accurately interpreting and responding to casual language, indicating a common 
need for improvements in slang understanding for a more effective and user-friendly or we can say human-like interaction. 

Slangs: 

In today's world people use slang, which is like casual and informal language, especially on platforms like WhatsApp. “Many 

young people find slang easier to understand compared to formal Indonesian language. In Indonesia 95.7% of respondents are 

familiar with slang and incorporate it into their daily communication.”[7] Communication in slang is like a tool that helps people 

connect in social life. Teenagers use slang for the fun of the thing, for delights in virtuosity, to be different, to be pictures, to be 

unmistakably arresting, even startling, to escape from cliches, or to be brief and concise etc. Reason of using slang could be to keep 

a conversation secret, to lend an air of solidity and concreteness, to reduce seriousness of a conversation, to amuse superior public, 

to enrich the language by inventing new words, to lend an air of solidity and concreteness, to induce either friendliness, to show 

that one belongs to a certain group.  There are different types of slang, such as public, internet, college, and social slang words on 

WhatsApp. Respondents use slang not only on social media but also in conversations with friends and during social activities.[7]  

The research also looks at the functions of slang, like using it in chat  to create a certain atmosphere. Slang words can have 

different meanings, and they are used by various people, including soldiers, medical professionals, and celebrities, in informal 

conversations on WhatsApp. The study highlights how slang can be both creative and funny, adding a unique touch to language. 

“Definitions for Internet slang words can be divided into two main types: “new semantic words” and “new blended words,” which 

can then be subcategorized based on the richness of the word formations.”[8] 

Chatbots: 

Chatbots are becoming more important in today's world because they make conversations with computers feel more natural and 

easy. People can talk to chatbots like they talk to their friends, asking questions or getting help. This is useful because it saves time 

and helps people get information quickly. Chatbots are used in many places, like websites and apps, to assist with different tasks. 

They make things simpler and more convenient for people, making it easier to get the help or information they need without any 

fuss. So, chatbots are like friendly helpers in the digital world, making our interactions with technology smoother and more natural. 

“Chatbot also has a capability of asking user if it’s given answer is relevant to what they are expecting and if not, it will give the 

control to a working professional so that he/she can add the new query to the database using Machine learning and Natural 
language processing concepts.”[4] 

LLM Models: 

A Large Language Model (LLM) is a smart computer program that understands and uses human language. Imagine it as a really 

clever friend who can read, write, and talk with you using words. LLMs are important because they help computers understand 

what we say or ask them to do. They are like the brain behind chatbots and other language-based technologies. These models are 

made to be big and powerful, so they can learn a lot from the words and sentences they see. They gain knowledge by perusing 

through huge volumes of text and discovering how words can be put together. When we employ LLMs, we are able to make 

computers perform things like responding to questions, writing articles or even having a conversation with us. In many instances 

where we desire computers to know human-like language as well as reproduce it for easy interaction with them, they prove useful. 

LLMs then become similar to language wizards that help in making computers speak our language and do fun stuff with words. 

Mistral 7b Instruct: 

Mistral 7B Instruct is one such example of a large language model (LLM) being elaborated upon; this one in particular is a 

wizard speaking 7 billion parameters all at once. Behold it then as the smarter friend in the digital realm who has learnt human-like 

speech making abilities. Mistral 7B Instruct is an example of generative text models which means that it learns from different 

publicly available conversation datasets to produce responses when prompted. Having undergone such extensive training, it 

comprehends the intricacies of languages hence feeling so natural almost like talking with humans themselves. The Mistral 7B 
Instruct can handle various tasks including answering questions, writing articles or participating in conversations. 

These models are responsible for powering chatbots and other language-based technologies such as Mistral 7B Instruct. They 

learn from huge amounts of text data and, therefore, understand different aspects of human language, how words can be put 

together as well as what real conversation sounds like. By using LLMs such as Mistral 7B Instruct, we make it possible for 

computers to deal with linguistic related matters hence making interactions appear more seamless and human-like. Thus, Mistral 

7B Instruct signifies a transition from language wizards which has advanced our ability to communicate via computers as though 

they were intelligent and responsive. 

Django: 

Our chatbot will be built using the Django framework while the mistral model will be integrated for testing purposes. Django is 

a website framework but when you add a bot layer on top it becomes a talking website. It’s like conversing with your computer that 

hears you out and responds accordingly. These kinds of sites can provide information or answer questions or even walk you 
through different activities making the Internet experience more interactive and user friendly. 

II. LITERATURE REVIEW 

In slang language, various forms exhibit distinctive usage frequencies among students. Acronyms, such as "LOL" (Laugh Out 

Loud), dominate the landscape, representing the most prevalent type. Following closely is clipping, illustrated by examples like 

"Ad" (Advertisement), reflecting a common practice among students. Fresh and creative coining takes the third spot, as seen in 

terms like "Hangry" (Hungry + Angry), showcasing a penchant for inventive language play. Compounding, exemplified by words 

like "Brunch" (Breakfast + Lunch), secures the fourth position in terms of usage. Lastly, imitation, encompassing the adoption of 

popular phrases or expressions without alteration, holds the lowest frequency, indicating a lesser inclination towards direct 

replication in student interactions. This hierarchy reflects the diverse and nuanced ways in which slang language manifests, with 

acronyms leading the forefront of expression.[5][6] 
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In the pursuit of enhancing chatbot capabilities. These large language models, with Mistral-7B showing promise, have 7 billion 

parameters each and are trained on a massive dataset of 1.56 trillion tokens. However, a comparative analysis using metrics like 

ROUGE, BLEU, and CIDEr reveals Llama-2-7B's superiority in generating creative and accurate text responses. Considering the 

distinct training paths and architectures of Mistral-7B and Llama-2-7B, chatbot developers may benefit from exploring model 

architectures that prioritize performance and efficiency. Additionally, the literature suggests Mistral-7B might require more 

extensive data for optimal performance, highlighting the importance of continuous training and data enrichment to unlock its full 

potential. [1] 

The exploration of slang words on social media platforms, particularly on WhatsApp, offers pertinent insights for enhancing 

chatbot capabilities. The study emphasizes the sociolinguistics aspect of slang, underscoring its informal use within specific social 

groups. Chatbot developers can leverage this understanding to tailor language models for diverse social contexts. Semantic analysis 

plays a crucial role in comprehending the non-literal meanings of slang words, providing an opportunity to incorporate nuanced 

interpretations into chatbot training. The categorization of slang into types, such as public, internet, college, and social slang terms, 

offers a taxonomy that chatbots can utilize to better recognize and respond to a broad spectrum of slang expressions. Furthermore, 

the methodology involving qualitative descriptive approaches for data collection from WhatsApp groups can guide developers in 
obtaining relevant slang data for training. [2] 

The study presents a critical examination of conventional spellcheckers when applied to casual English, revealing a substantial 

reduction in average errors per sentence, from approximately 15% to less than 5%, through the incorporation of our system's pre-

processing techniques. This outcome underscores the efficacy of our approach in enhancing the accuracy of language normalization 

for informal online communication. Moving forward, the integration of an open-source spellchecker, particularly Hunspell, 

emerges as a logical next step based on its promising performance in the conducted experiment. Our confidence in the ongoing 

progress of this project lies in the anticipation of further improved results, affirming the effectiveness of a multifaceted, integrated 
approach as the optimal strategy for normalizing casual English in the context of social media.[9] 

To enhance chatbot capabilities in slang recognition, importance of machine learning approaches and hybrid systems. Utilizing 

methods like Support Vector Machines, Naive Bayes, Decision Trees, lexicon-based approaches, rule-based techniques, and deep 

learning models can significantly improve a chatbot's ability to detect and interpret slangs accurately. The literature underscores the 

need for continuous improvement in accuracy, efficiency, and versatility of slang detection systems to keep pace with evolving 

language trends. By incorporating named entity recognition techniques like BILOU, chatbots can precisely locate slang terms 

within sentences, enhancing contextual understanding. Understanding online conversations, especially the dynamics of internet 
slang, can provide valuable insights into user sentiment, offering chatbots an avenue to engage with users more effectively. [3] 

III. METHODOLOGY 

A) Dataset 

Preparation: 

The picky categorization of a broad and varied collection of slang expressions, particularly social media conversations involved 

the process of dataset compilation. From different social media platforms, over 200 slangs were scraped systematically, so as to 

obtain colloquial language usage that was representative. Each entry in the dataset provides a slang expression itself, its meaning 

and examples where it is used in sentences to establish context. This approach aimed at capturing the dynamic nature of slang 

which includes diverse expressions, idioms and informal language structures commonly used in modern online talks. This ensured 

that real world examples from social media interactions became part of the dataset thus giving it a sense of validity about how 

slangs are expressed within many contexts. 

Preprocessing: 

In the preprocessing stage there was the creation of a python program to solve the problem with the dataset. A combination of 

social media talks containing slang was initially made as a string. The problem was how to remove double inverted commas 

enclosing the string as well as retaining punctuation such as apostrophes (’). To categorize each slang a “for” loop was used, in 
which the conversation line acted like a text, meaning of the slang and its size became a set of information for 1 slang. 

 

Explanation: 

 
Figure 4: dataset 
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Here we capture nuances in the spoken words that people use on various online platforms, as we can see in Fig.4 This dataset 

contains instances of social media conversations with each instance giving usage context for one specific slang term. The first 

example is about a person who has started to “ROFL” (rolling over laughing), where the slang phrase was highlighted and its 

meaning given. Forgetting keys is an instance whereby “NVM” (never mind) is used in Example 2. Each entry includes 

information such as the start/end positions of slang, entity type (“slang”), and its meaning. This structured dataset enables 

researchers to train and evaluate language models for effective communication by generating text that aligns with social media 

slangs. 

A case study on Genshin Impact was used as a reference to set up a base for talking to our chatbot. Ingesting the PDF file which 

is Genshin Impact case study paper into the chatbot makes it understand what this game is about and how it works mechanically. 

Consequently, the chatbot obtained contextual knowledge required about the game including its Gacha system. During testing, 

slangs were included in the questions to test how well the chatbot could understand and respond to informal language. This was 

done to gauge the model’s ability to grasp and give proper responses to common everyday expressions used by its users. 

 

B) System Configuration: 

This study’s hardware setup has a 10th generation Intel Core i5 central processing unit that allows it to do demanding work as 

swiftly as possible. It is also fitted with an 8GB RAM for smooth running of many programs and easy retrieval of data. 

Additionally, for graphics-intensive applications and research works, NVIDIA GeForce GTX 1650 Ti graphic card suffices well 

enough. Parrot OS distribution that is focused on security and offers researchers robustness, stability, and a wide set of pre-installed 

tools are some of what is functioning on this configuration. 

 

C) Working: 

Training Model: 

 
Figure 5: training 

Fig. 5 flowchart is explained as follows. In order to assimilate and understand the information supplied, there is a set of steps, 

which should be taken in training a model on a particular dataset. The dataset in terms of social media conversations including 

colloquial language expressions, slang and informal constructs needs to be converted into appropriate file type such as PDF, TXT 
or CSV to facilitate its ingestion. 

After preparing the dataset, the next stage involves training towards improving the model’s perception of humor contained in 

slang-infused communications and inherent nuances that are related with context. During the training phase, relevant data or 

context is extracted by the model from a given dataset. Then this extracted data is divided into smaller parts so that it can be 

processed easily and analyzed effectively.  

Afterward, text chunks are generated out of the whole paragraphs representing some portions of colloquial language occurring 

in social media interactions. Multiple embeddings are consequently produced from these text chunks so as to capture fine details 

and variations associated with this colloquial tongue through teaching the machine underlying principles behind slangs and idioms. 

All created embeddings are stored into a constructed semantic index so as to make it easier for us to get relevant information in 

conversations. This semantic index allows the model to refer to colloquial language patterns, enabling it access and understand 

them at real-time conversations. All these processes ensure that the trained model can be able to comprehend and generate 
responses based on social media slang dynamism hence leading to more human and smooth conversation in conversational AI. 
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Working: 

 
Figure 6: chatbot workflow 

 
In implementation of our chatbot system, users communicate with Django-based web pages with a chat interface. A chat which 

is sent from the user’s question triggers the system’s response starting with its transmission via backend, especially within views.py 

file in Django [Step 1]. This file preprocesses the incoming query before interpretation by the system to ensure it can understand 

what the user typed well enough. The very first step helps to manage subsequent activities that enable generation of appropriate and 
meaningful answers. 

In the Django framework, a Question-Answer (QA) pipeline is made. This interface extracts useful answers from the 

knowledge base, thus making an important connection between a user’s query and the system’s reply [Step 2]. After that, the 

generation of query embeddings is done in order to capture what the user actually meant and make subsequent semantic analysis 

more efficient [Step 3]. These embeddings are critical in enabling the system to understand all the intricacies as well as nuances 
present in a user’s inquiry.  

The main thing about this software is that it does semantic search on its knowledge base. Such information is presented by 

creating a semantic index in step one [Step 4]. Then, results from this search are ranked and thus form hierarchies based on 

relevance. Following which this ranked data is passed on to Generative AI Large Language Model (LLM), particularly Mistral 7B 

Instruct for further processing [Step 5]. Last but not least, the response/answer depends on these processed details and then 

forwarded as JSON response back to chatbot interface [Step 6]). This systematic approach ensures that the chatbot delivers accurate, 

contextually appropriate, and timely responses, enhancing the overall user experience. 

 

 

D) Evaluation/Results 

 

  
 Figure 7.1   Figure 7.2 
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 Figure 7.3   Figure 7.4 
 

  
 Figure 7.5   Figure 7.6 

 

 

 

 

 

It was not easy to train the chatbot. We had to do a lot of experiments with different parameters to get the best accuracy possible. 

For every training iteration, it took on average around two hours, with most of that time being spent in tweaking a few things here 

and there to make it work better for users. Some key parameters were adjusted systematically like GPU layers and embeddings 

model type in order to evaluate how responsive and knowledgeable they are. During the training process, we tried different pre-

trained language models such as “LAMA 2 7b chat” and a number of versions of “Mistral 7b”. After extensive scrutiny however, 

“Mistral 7b v0.1.Q2_K.gguf” gave us hope because it outperformed any other version leading to an accurate response system on 
our chatbot platform when asked questions in context. 

In order to evaluate the performance of our chatbot, we ran a series of tests with various prompts around the case study of 

Genshin Impact (Gacha Game). We displayed three different questions to the chatbot as Figures 7.1, 7.2 and 7.3 indicate: “tell me 

about Gacha pulls,” “tell me about Genshin Impact” and “tell me about Spiral Abyss.” The questions aimed at testing if a chatbot 

could understand context, learn using available data and then respond accordingly. It can be observed that all three questions 

received accurate and relevant responses from the chatbot. In Fig 7.1, the concept of Gacha pulls is correctly explained by the 

chatbot which is random acquisition of items or characters in game. In fig 7.2, an extensive outline on Genshin impact was given 

by the bot, a renowned action playing game . Lastly in fig 7.3: The spiral abyss is described by it as one of challenging gaming 

modes in game. These findings show that from given data, this bot has been able to learn and can therefore respond to several 
issues relating to Genshin Impact as demonstrated above. 

There may be variation in the accuracy of the chatbot’s understanding of slang. For example, as shown in Fig 7.4, the term 

“BRB” is interpreted by bot as “Be Right Back”, which it then responds with “Sure. I'm here to help whenever you need me.” This 

shows understanding and an appropriate reply generation. In the next response, when given a slang term ‘SUP,’ it understood this 

as an informal way of asking What's up? and replied with "Sup!? How can I assist you today." That means the bot can identify the 

most common slang terms and handle them appropriately. However, while responding to DND followed by shuuu…., bot failed to 

accurately determine what was being referred and concluded with “I apologize, but I can’t answer your current message due to 

limited context provided.” It is thus evident that less common or more unconventional forms of slang could pose a challenge for the 

bot. 
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In Fig. 7.5, When posed with the question “BTW how to level up characters and weapons?” the chatbot gave a detailed 

explanation of all processes involved in getting characters and weapons to higher stages for Genshin Impact. This shows that the 

chatbot can correctly comprehend what a user is saying and provide an answer. 

Then in Fig. 7.6, we used informal language like ‘lol’ and ‘gr8’ to say thanks for the prior response. The chatbot understood 

what the user meant to say and provided a decent response that showed gratitude to the user’s feedback and offered more aid 

services. This demonstrates the chatbot's ability to understand informal speech and carry on casual, human-like discussions. Next 

we responded using “GTG” (which stands for “Talk to you later”), it was able to interpret its meaning well so it answered back 

with a friendly closing statement like “Goodbye, have a great day!” 

IV. CONCLUSION 

The results from the evaluation show that the chatbot has been able to effectively comprehend and give responses to different 

types of questions containing slangs.  It has proved to have a good knowledge about slangs in terms of their meaning, and how 

they are used in different contexts. The ability of the chatbot to handle both formal queries and informal language including slang, 
showcases its versatility in interacting with users. 

The chatbot failed to understand “DND” followed by “shuuu…” and provided an inaccurate response.  This means that there 

is a need for a wider range of slang terms so as to enhance the chatbot's understanding of slang, specifically question-response 

scenarios consisting of different forms of slangs among other things would be useful for training data. This would allow the bot to 

learn the different meanings and contexts in which slang terms are used, leading to more accurate interpretations and responses. 
Additionally, providing the bot with more context when using slang terms can also help it understand and respond more accurately. 

The chatbot's proficiency in providing accurate and relevant information makes it suitable for various applications like. The 

chatbot's ability to engage in human-like conversations enhances user experience, making it valuable in chat-based interfaces across 

different domains. As the tested chatbot for slang based interaction was trained on Genshin (game) data, though you can implement 

it based on your custom application data example support care chatbot for electronics, virtual assistant, FAQ bots etc. Like our bot 
could be used for in-game guides in Genshin impact. 

REFERENCES 

[1]  Thakkar, H., & Manimaran. 2023. Comprehensive Examination of Instruction-Based Language Models: A Comparative 

Analysis of Mistral-7B and Llama-2-7B. In 2023 International Conference on Emerging Research in Computational Science 

(ICERCS), IEEE. DOI: 10.1109/ICERCS57948.2023.10434081 

[2] Silalah, E., & Silalahi, N. Linguistics Realization Analysis on Slang Words: Social Media WhatsApp. JETAL: Journal of 

English Teaching & Applied Linguistics, E-ISSN: 2714-9811. 

[3] Rothe, M., Lath, R., & Kumar, D. 2023. Slang Language Detection and Identification In Text. In 2023 14th International 

Conference on Computing Communication and Networking Technologies (ICCCNT), IEEE. DOI: 

10.1109/ICCCNT56998.2023.10308036 

[4] Vannala, R., Swathi, S.B., & Puranam, Y. 2022. AI Chatbot for Answering FAQ’s. In 2022 IEEE 2nd International 

Conference on Sustainable Energy and Future Electric Transportation (SeFeT), IEEE. DOI: 

10.1109/SeFeT55524.2022.9908774  

[5] Pongsapan, N.P. 2022. An Analysis of Slang Language Used In English Students’ Interaction. Jurnal Onoma: Pendidikan, 

Bahasa dan Sastra, 8(2). 

[6] Nuraeni, F.W., & Pahamzah, J. 2021. An Analysis of Slang Language Used in Teenager Interaction. LITERA, 20(2), July 

2021. 

[7] Søgaard, A., & Goldberg, Y. 2016. Deep multi-task learning with low level tasks supervised at lower layers. In Proceedings of 

the 54th Annual Meeting of the Association for Computational Linguistics, pp. 231–235. 

[8] Maulidiya, R., Wijaya, S.E., & Cindy Mauren. (Year). Language Development of Slang in the Younger Generation in the 

Digital Era. https://doi.org/10.31219/osf.io/xs7kd 

[9] Seki, Y., & Liu, Y. 2022. Multi-task Learning Model for Detecting Internet Slang Words with Two-Layer Annotation. In 2022 

International Conference on Asian Language Processing (IALP), IEEE. DOI: 10.1109/IALP57159.2022.9961254 

[10] Clark, E., & Araki, K. 2011. Text normalization in social media: progress, problems and applications for a pre-processing 

system of casual English. Procedia - Social and Behavioral Sciences, 27, 2–11. 

 

http://www.jetir.org/

