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Abstract— Because of the rapid increase in digital information available, recommendation has grown to be a significant topic of research. Listening to music 

is a highly individual and situational habit for modern people who bring smartphones with them everywhere they go. This motivated us to propose the music 

recommendation system based on emotion recognition in this we are using mainly two algorithms which are Haar Cascade and Fisher Face. By using the 

in-built camera, the facial expressions are captured and to detect the emotions feature extraction is performed on the input emotions such as happy, sad, 

angry, surprise, and neutral. After detecting the emotions, then A user's current emotion is used to automatically create music. In terms of processing time, 

it performs better than the algorithm found in the literature. Our suggested system tends to decrease the system's overall cost and processing time required 

to produce the results, improving the system's overall correctness. 
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I. INTRODUCTION (HEADING 1) 

The majority of music recommendation systems include a system that uses a combination of user connections and common interest s, as well as 

each individual's personal tastes, to identify and promote music to users. Since the beginning of time, music has pla yed a significant role in human 

existence because of its capacity to elicit strong emotions. Emotion detection is heavily used in uses for smart cards, surve illance, image database 
analysis, criminal investigations, security, adaptable human-computer interfaces, video indexing, and civilian applications in multimedia 

situations.. In today's world, it is thought to be the most crucial factor in improving user mood. The participants' ratings of the music, which are 
used to help people feel good and grow in self-awareness, serve as its most crucial purposes. It has been demonstrated that a person's personality 
and mood are directly related to their musical preferences. The suggested method gauges a person's emotions; if the person is feeling down, a 
particular playlist with the most appropriate music for lifting his spirits will be suggested. And if the feeling is joy, a specific playlist containing 
various musical genres that would uplift the user's spirits will be played. Hollywood and Tollywood songs have bee n used to produce a data set 
for the music player. Facial emotion recognition is implemented with a 95% accuracy rate utilizing Haar Cascade and Fisher Fa ce methodologies. 

When a user purchases one track, a recommendation system proposes more tracks that are comparable for him to purchase, thereby incentivizing 
him to make additional purchases. But in this model it proposes that music is played from a dataset which is available with the application. The 
system determines a song in accordance with the user's emotion through the emotion sensed. The majority of the current methods include 
manually playing music, wearing wearable computers, or categorizing based on auditory attributes. We suggest changing the man ual sorting and 
playing instead. 

The objective of this survey is to determine how music is recommended according to user’s emotion or expression in comparison with remaining 
music recommendation algorithms. 

The section II speaks about related work, section III it brief about the methodologies and the app roaches that describe how we review the paper, 

Section IV is about the analysis of results, section V addresses the findings and trends involved in music recommendation, se ction VI talks about 
the future direction of project and finally section VII provides the conclusion of the paper. 

 

II. RELATED WORK 

We have taken references as many papers based on that study, we came to decision that what was the algorithm is best to get the better accuracy 

in capturing of emotion of a particular user and then the music is recommended to a user. 

 
[1] The "An Emotional Recommender System for Music" study  investigates the use of  

personality characteristics, moods, and emotions to enhance music recommendations for specific users. Here we proposed a new algorithm 
for this which is CNN algorithm in deep learning. The authors assert that this technique can significantly  improve
 the  performance of music recommenders by utilizing behavioral data obtained from social network logs. The paper 
describes the methodology used to identify personality traits and moods of individual users and how this Results that are more accurate 
and dynamic are produced using information. [2] This research proposes an emotion-based framework that learns a user's sentiment from 
data acquired via wearable physiological sensors, offering a novel approach to music recommendation systems. The proposed system can 
supplement existing recommendation engines and improve their performance by considering the mood of the user in addition to their historical 
preferences or music contents. In addition to detailing the techniques employed in the trials to categorize emotions from GSR and PPG 
signals, the paper validates the precision of The system of emotion classification that is being suggested  with extensive 
testing on actual data. The outcomes demonstrate how effectively the suggested system can categorize different emotions and offer tailored 

music suggestion determined on the user's emotional state. networking platforms have become an essential means for communicating feelings 
to the entire world due to rapid expansion in the Internet era. Several people use textual content, pictures, audio, and video to express their 
feelings or viewpoints. Text communication via Web-based networking media, on the other hand, is somewhat overwhelming. 
Every second, a massive amount of unstructured data is generated on the Internet due to social media platforms. The data must be processed 
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as rapidly as generated to comprehend human psychology, and it can be 

 
priority. 

[3] The dual-function integrated emotion-based music categorization system that is proposed in this paper makes  use of physiological signals to 
identify the emotions of music listeners.Thus, in order to forecast users' moods and categorize music according to the emotions it arouses, this 
system integrates physiological sensors with deep learning techniques.. The suggested method performs better at classifying emotions than current 
methods and yields encouraging results for tailored music recommendations that take into account the user's sentimentality. [4] This SURVEY 
file contains research on the use of machine learning algorithms and personal characteristics like gender and personality to predict a person's 

liking for sad music. The study discovered that there are substantial two-way interactions between gender and extra version, and that men prefer 
sad music over happy music. The authors suggest that future research should investigate more individual variables in different environments to 
better understand the complex- factors that influence the preference for sad music. 

[5] This paper is a study on emotion-aware music recommender systems. It suggests a novel strategy for making music recommendations that is 
based on users' mouse and typing patterns and has proven to be far more accurate than earlier techniques. Related research on  hand gestures, 
body postures, facial expressions, and physiological sensors' ability to identify emotions is also covered in this paper. The paper provides a 
comprehensive overview of the field and its potential applications beyond music recommendation.[6]  The HybA hybrid recommender system is 
suggested in this research as a way to enhance playlist that continues automatically. Case-Based Reasoning and Latent Dirichlet Allocation are 
combined by the system to determine the semantic properties of a starting playlist and suggest appropriate  playlist continuations. In order to 
enhance the quality of suggestions, HybA considers not only user preferences and accuracy, but also other significant elements  including joint 

item picks and user experience. The paper is supported by several grants and references to related works in the field. 

[7] This research provides a music recommendation system that makes use of accelerometer data to identify human activity. The sys tem 

is made up of two major modules: one that recognizes human activity and another that makes music recommendations depending on the activity. 
The method proposed uses a bidirectional deep residual gated recurrent neural network. (DRGRNN) for precise activity recognit ion and a 
collection of dynamic and sequence classification techniques for tempo-based music classification.. The system maps recognized activities to 
music tempo and recommends music files based on user preferences. The experimental outcomes show how successful the suggested  system is. 

[8] This research investigates deep learning methods for music recommendation and facial expression detection. It highlights the 
importance of nonverbal communication and the ability to understand human emotions in bot -to- human communication. In the paper, it is 
discussed how deep learning techniques may be used to create an emotion- based music recommendation system and how cutting-edge technology 
can be integrated with the music industry. Additionally, it covers in great detail neural network algorithms for face express ion identification as 

well as analytical feature extractors. Overall, this paper presents an exciting opportunity to use deep learning to analyze human 

emotions and provide personalized music recommendations based on the user's mood.[9] This work presents the 
OMPGW approach, a novel feature extraction technique for automatic music mood classification. The technique 

combines the Gabor functions, the Wigner distribution function in conjunction with the orthogonal matching pursuit 
to generate an adaptive time-frequency decomposition of audio sources. Greater temporal and geographical resolution, 

the suggested method improves the interpretation of the structures in the music signals. Music signals are broken down 
into a linear expansion of atoms using the OMP technique in order to precisely capture the results' time-frequency 
properties. 

[10] the analysis of papers on recommendation systems and sentiment analysis. The section is broken up into two sections: the first  portion 
analyzes the major works on sentiment analysis, and the second section discusses recommendation systems that employ sentiment analysis 
measures. The technology analyzes the user's emotional state using a sentiment intensity model to choose the appropriate musi c for their mood 
and taste. By merging a lexicon-based sentiment measure with a user profile-based correction factor, the sentiment intensity model is produced. 

The adjustment factor is identified through subjective experiments carried out in a lab setting that seek to pinpoint which user profile elements 
have an impact on the meaning behind a statement. The performance and cognitive aspects of the recommendation system are also assessed by 
the tests. The suggested model is validated using a remote subjective method in the second stage of the subjective tests.  

[11] The suggested approach enhances the functionality of music recommendation systems by utilizing deep learning methods and 

heterogeneous information networks (HINs). Extensive experiments are carried out on real-world data sets and compared with nine cutting-edge 
baselines to show how well the suggested approach handles sparse data and surpasses current approaches. The paper also provides a brief 
overview of the literature on network embeddings, music recommendation, and the attention mechanism that formed  the basis of this 

investigation. The paper reviews four major categories of existing approaches for music recommendations: collaborative filtering (CF), content-
based recommendations, hybrid recommendation techniques as well as context-aware techniques. The paper also looks at recent advancements 
in network embeddings, which aim to learn low-dimensional representations of nodes in a network, and the attention mechanism, which allows 
models to focus on relevant parts of the input. 

[12] The study introduces the revolutionary Personalized Music Recommendation System using Graph-Based Attentive Sequential Model 

with Metadata (GASM). Along with the temporal correlations between successive listening recordings, the model also accounts for the additional 
data offered by music metadata, such as singer and album. 

The study offers an overview of previous research endeavors and methodologies pertinent to this study, contains experiments a nd additional 
analysis, introduces the main ideas and concepts utilized in the model, and illustrates the structure and specifics of the suggested model. 

According to the results, in the next (new) music recommendation and prediction tasks, GASM performs better than several cutting- edge 

Baselines. 

[13] This research finds out a human motion analysis based deep music recommendation system. The technique analyzes motion and 
discovers the relationships between motion and music by combining 3D human skeletal data with a pre-established graph structure. The authors 
compare their method with a LSTM-AE based method and demonstrate its superior performance. They also propose a quantitative measure for 
accurately recommending music genre. Based on late fusion of joint and limb characteristics, experimental results demonstrate that the suggested 

technique achieves 91.3% recommendation accuracy. In summary, this research shows how human motion analysis combined with deep learning 
methods can enhance the precision and customization of music recommendations. 

accomplished using sentiment analysis, which recognizes 
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[14] For content-based background music recommendations for micro-videos, this study introduces the Cross-Modal Variational Auto-
Encoder (CMVAE). The CMVAE model optimizes the latent embedding of videos and background music by combining matching -loss-based 
and generative models. It combines multi-modal functionality and aggregates data from several modalities using a Product of Experts (PoE) 
fusion module. Test outcomes using the TT- 150k dataset show that CMVAE outperforms cutting-edge techniques for recollection and is resilient 
to modality loss during testing. 

[15] The Attentive Temporal Point Process (ATPP), a revolutionary method for sequential music suggestion, is presented in this study. ATPP 

effectively captures users' long- and short-term preferences by combining a temporal point process model and an attention mechanism. Tests were 
out on actual music datasets demonstrate that ATPP can produce superior outcomes in the recommendation of new music in the fu ture. tasks than 
the state-of-the-art baselines. The paper also discusses the challenges and future directions in music recommendation research.[16] This paper 
introduces LP-LGSN, a ground-breaking method for suggesting music videos. (Predictive Linking in Latent Graph Structure Network). The 
approach incorporates multi-modal characteristics to build a network that depicts relationships between users and music videos. It tackles the 
difficulties of comparing users' music videos with one another and suggesting videos that match users' tastes but are not nea rby on the network. 
The suggested method is more effective than other reference methods, as shown by the experimental findings. The paper also discusses limitations 
and suggests future improvements. Overall, this paper represents a comprehensive way to reach music video recommendation, combining social 
network analysis, content-based analysis, and deep learning algorithms. 

[17] This essay discusses personality research in music, automated emotion recognition in music, and affective perception of music.The authors 

discuss how previous research has shown that listener characteristics such as age, gender, musical experience, and personality traits can influence 
the perception of emotions in music. They also note that previous studies have used various methods to measure listener chara cteristics, including 
self-report questionnaires, behavioural tasks, and physiological measures. All things considered, the review of the literature est ablishes the 
groundwork for the current investigation and emphasizes the necessity of more study on the connection between listener traits and musical 
perception. The paper investigates the relationship between listener characteristics and the perception of emotions in classi cal orchestra music,and 

whether various features taken from the audio correspond with how people perceive certain aspects of music.18]A Multi-Stage Architecture for 
Predicting Musical Emotions" proposes a novel architecture for predicting musical emotions using deep learning techniques. The  study gives a 
summary of the current musical emotion prediction models, which may be separated into deep learning and conventional machine learning 
techniques. The proposed Musi-ABC architecture combines Convent, BiLSTM, and SA models to simulate the process of predicting musical 
emotions similar to humans. The success of the suggested approach is also covered in the paper using contrast and ablation experiment findings. 
Overall, the paper presents a promising approach to predicting musical emotions using deep learning techniques.  

[19] The literature review in the paper provides an overview of existing music emotion recognition (MER) approaches, which are grouped into 
several categories based on the frameworks used to define emotions. The two main frameworks  are the categorical and continuous ones, and the 
section discusses the pros and cons of each. Examples of existing MER approaches within each category are provided.[20] The  paper gives a 
summary of relevant efforts in affective synesthesia-aware modeling and image-music emotion recognition. It talks about the shortcomings of 

previous research, such as the lack of a synesthesia-aware cross-media data mapping correlation model and the scarcity of real-world user 
evaluation data on the synaesthesis-aware multimedia system or modeling performances. The report also provides a research road map for 
investigating image- music emotional synesthesia. Methodologies and Approaches 

We have reviewed the above research papers, in that the method which is CNN algorithm in deep learning which is used to detect the emotion of 

a user, the physiological signals used to classify emotions in music are GSR and PPG signals. These signals are obtained from wearable devices 
such as Bluetooth bracelets with built-in GSR and PPG sensors. Using Random Forest regression (RFR) and multiple linear regression (MLR) 
as the baseline technique, the EMA Exponential Moving Average based Emotion - Aware Music Recommender System is used to determine the 
user's emotion. HybA, a hybrid recommender system, is used to enhance automatic playlist continuation.  

Using the FER- 2013 and OAHEGA datasets, the Deep Residual Bidirectional GRNN for activity recognition and tempo-oriented music 

classification method is built on an ensemble of dynamic classification. for training, and by recognizing different facial expressions, body 
language, and voice tones. The OMPGW approach, which is based on sentiment analysis and is developed using a mixture of subje ctive testing, 
combines the orthogonal matching pursuit, Gabor functions, and the Wigner distribution function for feature extraction in aut omatic music mood 
categorization. Users can receive customized music suggestions by using a heterogeneous information networ k (HIN) and deep learning 
algorithms to learn low-dimensional dense real-valued feature representations of musical works. The model uses a graph-based approach to enrich 
music representations and 

The two main frameworks are the categorical and continuous ones, and the section discusses the pros and cons of each. Examples of existing 

MER approaches within each category are provided. 

increase the connections between musical pieces, which compensates for the lack of musical order.  

The approach of the research uses a pre-defined graph structure and 3D human skeletal data to evaluate motion and discover correspondences 

between motion and music. Based on dancing motion analysis, the authors suggest a deep learning method for music recommendation [1]. A 
Cross- Modal Variational Auto-Encoder (CMVAE) is introduced in the research for suggested background music for micro- videos based on 
content. 

A sequential recommendation model for music based on the Process of Attentive Temporal Points (ATPP). The ATPP model uses an attention 
mechanism in conjunction with a temporal point process model to extract users' long- and short-term preferences from their sequential listening 

patterns. The model is made up of three primary parts: recommendation of music, sequence modeling, and preference capturing. [1]. A method 
is known as LP- LGSN (Link Prediction-based Latent Graph Structure Network) which uses the network’s global and local structures into account 
while predicting links. 

 

III. RESULT ANALYSIS 

We studied above papers, according to those papers we came to know some of the algorithms  like CNN, GSR PPG, Linear Regression, Random 

Forest, EMA Method, Hybrid, GRNN, Haar Cascade, OMPGW, Heterogeneous Information, CMVAE, ATTP, LGSN, K-means clustering, 
Naive Bayes. Based on the study we developed a comparison table based on distinctive features taken in consideration of different papers like 
dataset, Conscientiousness, Object Detection Neuroticism and Recommendation accuracy out of 100% between different algorithms as shown 
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below. 

 

 

 

As shown below,by using different algorithms the comparative analysis is designed. But the emotion detection phase is different from each other, 
after detecting of emotion the music will be recommended. 

Above flow chart describes the process of capturing the emotion of a user.  

TABLE I. COMPARATIVE ANALYSIS 
 

  

Data set 

Consci 
entiou 
sness 

Object 
Detecti on 

Neuro 

Ticism 

Recom 
menda tion 

CNN 
Deezer Dataset 

0.80 0.88 0.79 0.70 

GSR & PPG Music Signal 
0.64 0.89 0.75 0.72 

Linear 

Regression 

Audio Features 
0.62 - 0.10 0.69 

Random 
Forest 

Individuals 
of Features 

0.76 - 0.02 73.20 

EMA 
Method 

Tollywood 
Music 

0.784 0.712 0.678 % 

Hyba 

Events, 
Songs, 
Playlists 

0.78 0.71 0.68 0.68 

GRNN 
Malayalam 
Songs 

0.77 0.79 0.73 0.64 

Haar Cascade 
OAHEGA 
and FER- 
2013 

0.56 0.52 0.61 0.72 

OMPGW 
OMPGW 
DATA SET 

8765.0 
0 0.87 0.81 0.89 

Heterogeno 

us Info 
Network 

Signals 0.59 0.62 0.67 0.68 

CMVAE Signals 0.72 - - 0.59 

ATTP 
Sound 
Tracks 

0.62 0.63 0.67 0.63 

LGSN Graphs 0.79 0.81 0.82 0.70 

K-Means 
Clustering 

User Playlist 
0.88 0.89 0.83 0.87 

Naive 
Bayes 
algorithm 

Feature Films 
0.67 - - 0.82 

 

Based on above comparison using haar cascade algorithm the accuracy will be high is up to 89.1%. So, basing on this we compared considering 
haar cascades algorithm along with Fisher face algorithm these results may get higher accuracy. That means by comparing with all the algorithms 

from different papers we are decided to consider both haar cascades and fisher face algorithm We calculated the accuracy for different algorithms 
from various papers by using some formulas for mood detection and recommendation and by using Euclidean length of time.  This distance is 
defined to calculate how far away the user is from the webcam that means the device which is used to capture the emotion. But in some reference 
papers they used some input devices like mouse, keyboard to capture the emotion of a user. Some are used the signals for capturing so for all these 
we have to calculate the Euclidean distance. So, based on that Euclidean distance we recommended the accuracy for each algorithm in the above 
comparative analysis. 
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A. Mood detection and Recommendation Updating 

This stage's objective is to uplift the user's mood by determining the audio's Arousal and Plea sure, or Valence, values based on the songs they 
have listened to in a given period of time. The user's personality initially determines the real mood  state, which is subsequently updated 
continuously based on past moods and emotional states associated with heard items. 

 

 (2) 

where the time scale is denoted by t.  is the previous   mood,  is the song's past emotional history.  are particular weights. 
Individuals’ potential mood swings can be used to measure the values that should be allocated as coefficients. 

 
B. Euclidean Distance 

In n-dimensional space the distance between two vectors is referred to as the Euclidean Distance. The Euclidean Distance between music emotion 

vector m and image emotion vector is: 

 

This distance is used to detect song according to emotion of user. With Less Euclidean Distance the rate of convolution. Comparatively with the 

above all algorithms, by using Haar Cascades Algorithm the accuracy will be recorded in high. So, In this way we con sidered Haar Cascades 
algorithm along with Fisher Face algorithm in machine learning to improve the accuracy of to enhance suggestion accuracy usin g emotion 
recognition. 

 

IV. FINDINGS AND TRENDS 

Machine Learning algorithms, particularly Haar Cascade algorithm and Fisher Face algorithm are used to obtain accurate and dynamic results. In 
several studies, many algorithms like SVM, CNN, GMM etc., are used to categorize emotions of a user results in less accuracy. But we include 
both the Haar Cascade algorithm and Fisher Face algorithm to improve the accuracy up to 95%. This music recommendation system divides user 
emotions into categories like happy, sad, furious, and neutral after utilizing some algorithms to recognize the user's emotion. we are taking large 

music dataset from Tollywood songs and by matching with the emotion the music will be recommended. There is a growing trend in developing 

mobile musical apps.so, this proposed method adding the new feature to the musical apps like Gaana, Spotify and Wynk etc., T his application 
helps in recommending music to the user by capturing emotion using webcam without browsing in musical  apps. 

 

V. FUTURE RESEARCH AND DIRECTION 

The developed application will provide suitable songs based on their current emotions of users, thereby reducing the workload and stress of users 
creating and managing playlists, bringing more fun to music lovers and songs can be organized systematically. In Future, we can link our playlist 
with online application (Gaana, Spotify…) playlist. We can also include a new function that alters the user's mood after hearing just one song 

from the playlist. 

VI. CONCLUSION 

In this project, music recommendations are made based on the user's emotions as seen in real -time photos. The goal of this project is to create 

relationship between the users and the music system. Recommended Music aids in regulating a user's mood fluctuations and many people find 

music to be a good stress reliever. The current system offers an emotion- based identification system so that it can identify the user's feelings and 

play music in response; there is no need to browse for music because music is already available in the data set.  
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