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Abstract : Due to the gigantic competitive field display for employments, work finding could be a assignment. The most objective 

of this work is to execute an indicator demonstrate that will propose an fitting work position to the candidate based on his/her 

continue. The continuation will be assessed by taking into thought different angles such as scholastic execution and proficient 

involvement, instruction, shows and ventures, built up distributions, gifts, etc. The Credulous Bayesian classifier is recommended 

as an successful calculation to anticipate the employability of the candidate's resumes. The proposed investigate work will prepare 

the calculation on a test dataset - a well-known employed/unemployed resumes dataset. The show comprises of three stages to 

prepare pre-labeled resumes and after that Bayesian classifiers to calculate, classify and foresee employability. 
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I. INTRODUCTION 

The development of the Job Characteristics Model (JCM) has greatly influenced modern job design and provided significant 

opportunities for Human Resource management (HRM). This model, originally proposed by Hackman and Oldham in the 1970s, 

emphasizes the importance of incorporating key job characteristics such as skill variety, task identity, task significance, 

autonomy, and feedback into the design of work roles to enhance employee motivation, satisfaction, and performance. 

Fortunately, advancements in information systems, digital technologies, and the widespread availability of electronic technology 

and the internet have propelled the global Human Resource Management (HRM) system forward, making it more applicable and 

efficient. In today's Internet Age, organizations are increasingly leveraging technology to streamline HR processes, improve 

communication, and enhance decision-making. Building upon the foundation laid by the JCM, there is a growing need to integrate 

this model into electronic HR (E-HR) systems to create a new paradigm of efficient HRM. By incorporating the principles of the 

JCM into E-HR systems, organizations can revolutionize their recruitment processes and improve overall HR effectiveness. The 

suggested system aims to develop a comprehensive strategy for integrating the Job Characteristics Model into an E-HR system, 

with a focus on making the recruitment process more effective and efficient. This entails implementing a set of techniques and 

tools that leverage digital technology to enhance various aspects of recruitment, including candidate evaluation, personality 

assessment, and decision-making. In conclusion, the integration of the Job Characteristics Model into E-HR systems holds 

tremendous potential for redefining the way organizations approach recruitment and talent management in the Internet Age. By 

leveraging technology, data, and psychological insights, organizations can create more efficient, effective, and equitable HR 

processes that drive business success and foster employee engagement and satisfaction. 

II. LITERATURE SURVEY 

Personality Prediction through CV Analysis (HR Helper) by [1]Jenal Parmar:Devised a system to aid businesses in choosing 

the best candidates for open vacancies. The HR department will include the qualifications, experience, and other details required 

for a particular job position. The system will take the details and CV/Resume of the candidates and then shortlist the right person 

suitable for that job profile. 

Personality Prediction System through CV Analysis by [2]Allan Robey: Allan Robey built a system using modern technology. 

It will help to pick the right candidates effectively and efficiently. The system will conduct a weight-age policy and an aptitude 

test to understand the personality of the candidate. In this way, top candidates are shortlisted. Sudhir Bagade says that personality 

plays an important role in one’s individual life and also in the development of any organization. An online application has been 
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developed that analyses the personality of a candidate based on their CV or Resume. The system uses the TF-IDF algorithm to 

select the right candidates. 

Personality Prediction Via CV Analysis using Machine Learning by [4]Atharva Kulkarni : Atharva Kulkarni built a system 

using different machine learning algorithms for predicting the personalities of the candidates using Natural Language Processing. 

At last, Random Forest achieves better accuracy than remaining algorithms such as KNN, Logistic Regression, Support Vector 

Machine, and Naive Bayes. VVCET-CSE The system will predict the personality based on the ranking policy. It will rank the 

skills, experience, and other aspects of the uploaded resume. The candidates also take the aptitude test and answer personality 

questions. They also receive the result in the form of a graphical representation. 

Afroja Khatun Monalisa built a model using the Random Forest Algorithm, Support Vector Machine, and Weighted Majority 

Voting algorithm. Firstly, resumes or CVs are uploaded into the system and candidates are shortlisted based on the administrator’s 

request. The shortlisted candidates receive personality and ability test links, which they need to answer, and then they receive 

their scores. Based on the scores and the department’s requirements, candidates are shortlisted. 

Personality Prediction through Curriculum Vitae Analysis involving Password Encryption and Prediction Analysis by 
[7]Gangandeep Kaur: Gangandeep Kaur developed a system using a machine-learning technique known as Logistic Regression. 

The system estimates the applicant’s emotional aptitude through a psychometric analysis and predicts personality by using the 

OCEAN model. The details of the candidates are protected by using a password encryption algorithm, and the passwords are 

known only to the required individuals. The candidates can know whether they are selected for the interview via dashboard and 

SMS. 

Predicting the Big 5 Personality traits from digital footprints on social media: A meta-analysis by [12]Pragya Sanjay 

Chauhan: Pragya Sanjay Chauhan built the proposed system that evaluates the right candidate based on the eligibility score 

obtained by attempting an aptitude test and uploading a CV or resume. The model is built using the TF-IDF algorithm. Based on 

the scores, the candidates' qualities can be analyzed, and the graphical representation of the candidates' scores helps to evaluate 

their personalities and analyze their CVs properly. 

Personality Evaluation and CV Analysis using Machine Learning Algorithm by [3]Hemalatha Kallar: Hemalatha Kallar 

created a website that takes the aptitude test and uploads the CVs or resumes of the candidates. In this way, an expert candidate 

is selected. Rutuja Narwade created a web application for personality evaluation and CV analysis. The system uses Natural 

Language Processing for CV analysis and Machine Learning Techniques for personality prediction. The system will output the 

filtered candidates, which will help predict the skills and mindset of the candidates. 

PERSONALITY PREDICTION SYSTEM THROUGH CV ANALYSIS by [11]Pruthviraj Patankar: Pruthviraj Patankar 

built a system using a set of techniques that are used to shortlist an expert candidate. Using a weight-age policy, the system ranks 

the candidates. The personality prediction exam is used to ascertain a candidate's personality characteristics. Additionally, the 

recruiter receives the findings and examines them before shortlisting the prospects. 

Predicting the Big 5 Personality traits from digital footprints on social media: A meta-analysis”, Personality and 

Individual Differences by [20]Dany Azucar : The digital footprints are extracted and analyzed. To forecast digital footprints, 

several meta-analyses have been done. To make recommendations for goods or services to customers based on their preferences, 

the Big Five Personality traits are applied 

Golbeck suggests that social media is a platform for people to share all of their life's events, etc. By making this prediction, we 

will conclude the individual's personality and relationships based on everything he has shared on Twitter. It mentions a technique 

for precisely predicting a user's personality. 

[14]M. Kalghatgi displayed a Neural Network Approach is based on the Big Five Test to estimate a person's personality based 

on tweets that were published on Twitter by identifying meta-attributes from tweets, which are applied to social behavior analysis. 

While neural networks have been used to predict personality, there are drawbacks such as detecting bogus news, automatically 

analyzing tweets, and the inadequacy of using merely Twitter to predict user’s behavior and trends rather than personality. 

Predicting Personality from Twitter by [15]Md Tanzim Reza:He evaluated resumes of persons using NLP and ML, then 

converted them to HTML, reverse engineering them into HTML code, and finally performed segment finalization and 

qualification feature extraction. The model takes data from a CV and divides it into segments according to the values. Multivariate 

logistic regression was used to classify the CVs. However, the size of the dataset was quite small. There are different types of 

researchers have given their contributions on the topic of personality prediction. There are a couple of parameters that are used 

in predicting the personality of humans by using some machine learning algorithms are the points raised by the researchers.  

Emotion prediction using deep multimodal architecture was proposed. Deep Multimodal Long-Term Memory (DMLTM) and 

Long Short-Term Memory were used in this study (LSTM). Emotional features such as anger, surprised, disgust, happy, neutral, 

and EEG data (workload and engagement) are captured in this study using the Seem pad dataset. The results of this study show 

that DMLTM has the highest accuracy, with a 69 percent advantage over LSTM. Predicting users' personalities from social media 

digital footprints is a difficult task because identifying personality traits in social media is not easy. In both social media and real 

life, users behave differently. 
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For prediction, an advanced machine learning algorithm called AdaBoost was used. To achieve the highest accuracy and 

performance, boosting algorithms are used. As a result, we combined AdaBoost with other algorithms such as LDA and 

Multinomial Nave Bayes to assess algorithm accuracies. In , the digital footprints of users were extracted and analysed. For 

prediction using digital footprints, several meta-analyses have been conducted. The Big Five personality traits were used in this 

study, and the results are useful for recommending products or services to users based on their preferences. The extracted posts 

are subjected to NLP processing such as stop word removal, tokenization, and stemming. Thus, negative and positive sentiments 

are determined based on word usage. 

III. METHODOLOGY 

Personality prediction using a resume involves utilizing various techniques from natural language processing and machine 

learning to analyze textual data and extract meaningful insights about an individual's personality traits based on the information 

provided in their resume. 

A. Data Collection: 

The first step in this process is to collect the necessary data, which typically involves obtaining resumes from job applicants or 

candidates. These resumes contain information such as educational background, work experience, skills, achievements, and 

personal interests. The data is collected in the form of text, either manually entered or extracted from digital documents. 

B. Data Preprocessing: 

Once the resumes are collected, they undergo preprocessing to clean and standardize the text. This involves removing any 

irrelevant information, such as formatting tags or non-alphanumeric characters, and normalizing the text by converting it to 

lowercase and removing stop words. Additionally, techniques like tokenization and stemming may be applied to further refine 

the data and improve processing efficiency. 

C. Feature Extraction: 

Feature extraction is a crucial step in personality prediction, as it involves identifying relevant attributes or characteristics from 

the resume text that can be used to infer personality traits. This may include extracting keywords related to specific personality 

dimensions, such as extraversion, agreeableness, conscientiousness, neuroticism, and openness to experience. Additionally,  

other features such as language style, sentiment analysis, and syntactic patterns may also be considered. 

D. Classification: 

Once the features are extracted, they are used to train a machine learning model for personality prediction. One commonly used 

approach is to employ supervised learning algorithms, such as support vector machines (SVM), logistic regression, or neural 

networks. These models are trained on labeled data, where the personality traits of individuals are known based on established 

psychological frameworks or assessments. The model learns to associate the extracted features with the corresponding 

personality traits and can then make predictions for new unseen data. 

SVM Algorithm: 

Support Vector Machine (SVM) is a powerful machine learning algorithm that is often used for classification tasks. In the 

context of personality prediction from resumes, SVM can be trained on a labeled dataset where each resume is associated with 

known personality traits. The algorithm learns to find the optimal hyperplane that separates the data points belonging to 

different personality categories, maximizing the margin between classes while minimizing classification errors. 

Enhancing Accuracy: 

To enhance the accuracy of personality prediction, various techniques can be employed. This includes feature engineering to 

extract more relevant information from the resume text, optimizing hyperparameters of the machine learning model, using 

ensemble methods to combine multiple models, and incorporating domain-specific knowledge or additional external data 

sources. Additionally, techniques such as cross-validation and model evaluation metrics like precision, recall, and F1-score can 

be used to assess the performance of the model and identify areas for improvement. 

In conclusion, personality prediction using resumes involves a multi-step process that includes data collection, preprocessing, 

feature extraction, and classification using machine learning algorithms like SVM. By leveraging textual information from 

resumes, along with advanced techniques from natural language processing and psychology, it is possible to infer personality 

traits and make predictions about an individual's personality characteristics with a high degree of accuracy. 

IMPLEMENTATION 

A sample dataset fetched from online job portals (monster.com or naukri.com) 
 

Figure. 1. Sample Resume with highlighted tokens. 
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will be used for training and testing. In total, around 7000 training resumes will be taken, consisting of 4500 employed resumes and 

2500 unemployed resumes, which are classified already as employed and unemployed with expert’s opinion. After the training phase 

is completed, a testing dataset is used, which will have 500 resumes to test our system. 

Figure. 2. Sample awards of certain resumes and highlighted tokens. 

As a preprocessing, tokens from all the resumes will be considered. Figure 1 elaborates about the sample resumes with 

highlighted tokens. Tokens can be academic performance, educational excellence, hobbies, professional experience, projects, 

publications, awards etc. Figure 2 shows awards of certain resumes in consideration and tokens are highlighted. 

Training phase: 

In the initial phase of resume processing, a dataset of sample resumes is utilized for training, wherein the probabilities of each token 

occurring are computed. This entails analyzing the frequency of token occurrences in labeled resumes to build a probabilistic model. 

The aim is to determine the likelihood that a resume containing certain tokens belongs to a specific category. 

To efficiently handle the large volume of data, the Hadoop map/reduce framework is employed. The sample dataset is uploaded to 

Hadoop Distributed File System (HDFS) and partitioned into independent groups, which are processed by mapping tasks. These 

mapping tasks produce key-value pairs as output. Subsequently, the results from mapping tasks are fed into reduce tasks, which 

aggregate and consolidate the data. The final outcomes are stored back into HDFS. After the initial processing, the output from the 

mapping tasks undergoes stemming and lemmatization. Stemming involves a heuristic process that trims word endings with the 

aim of achieving accurate results most of the time. It often includes removing derivational affixes. 

On the other hand, lemmatization includes a more exact approach utilizing lexicon and morphological examination to return the 

base or lexicon shape of a word, known as the lemma. 

 
comprehensive approach empowers exact categorization and investigation of resumes at scale. 

Classification Naïve Bayesian is used broadly for classification. The equitation for the Naïve Bayesian algorithm is given as 

in equation number 1. 

 

Where 

 p(E/W) denotes the probability that the resume is of employed candidate with the word Win it; 

 p(E) is the overall probability that any given resume is employed, 

 p(W/E) is the probability that particular word appears in employed resume; 

 p(N) is the overall probability that any given resume is not employed; and 

 p(W/N) is the probability that a particular word appears in unemployed resumes. 

In rundown, the resume processing workflow includes preparing on a test dataset, utilizing Hadoop map/reduce 

for productive information handling, and applying stemming and lemmatization procedures to refine the output. This 
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Most of the time Bayesian filtering algorithms are based on equations that hold valid only if the words present in the resumes 

are independent of each other, which is not always satisfied,but since the statistical relation with each words are not generally 

know. One can apply the Bayes theorem to calculate the probability that a resume will be employed with the pool of words in it. 
 

Here, P1, P2,... Pn represent the probabilities of specific words being present in a resume. 

Once the training phase is over, the knowledge is learned and a token list is ready for the classification of the new resumes. 

According to the equation (2), the new resumes areexamined word by word - if the word is already in the token list, its value is 

obtained and execution continues forward. If the word is not in the token list, a probability value is assigned to it; in this study, 

it is set as 0.5. By applying the Naive Bayes theory, the probability that a resume will be employed is given by the pool of 

words in it which is obtained. If no result is obtained from the resume after checking, the resume would be sent back in the training 

phase to update the token list . 

TEST DATASET: After training the model with the training dataset, it's essential to evaluate its performance using the test dataset. 

This independent subset assesses the model's ability to generalize to unseen data, serving as a benchmark for evaluation. Typically 

comprising 20-25% of the original data, it simulates real-world scenarios for comprehensive testing 

 

 

 

 

 

PERFORMANCE EVALUATION: 

In classification, a false positive would always take place, which means to classify mistakenly an employed resume as 

unemployed. A false negative, which classifies an unemployed resume as an employed one, could also exist in employed 

resumes prediction. A false positive could be more serious than a false negative because, in this case, the machine would ignore 

employed resumes due to token filtering without analysing them. Under such circumstances, it is acceptable to have some false 

negatives. Thus, it is important to keep the false positives up to a minimum value. The proposed algorithm performance will be 

evaluated with false positive rate and false negative rate. 

EXPECTED OUTCOME: 

The refined data produced by this model promises enhanced accuracy and an improved suggestion system. It empowers 

companies to streamline their rigorous interview processes, ensuring they attract competent applicants for relevant positions. By 

effectively addressing job speculation, this research offers thorough analysis for both job seekers and recruiting companies. In the 

contemporary job market, individuals frequently find themselves in low-paying positions despite possessing impressive 

qualifications. This model aims to validate profiles and align them with their anticipated salaries, thus addressing discrepancies in 

compensation. Overall, it offers a robust solution to the challenges faced in hiring and job placement, benefiting both job seekers 

and employers alike. 

Modules: 

Load the data: Pandas facilitates importing data from various sources like CSV, Excel, JSON, databases (MySQL, PostgreSQL, 

BigQuery), and web scraping into dataframes. It offers a versatile approach for handling data, enabling seamless integration from 

static files to databases, empowering efficient data manipulation and analysis. 

Data collection: 

Data collection involves gathering information from various sources, both online and offline, which is essential for machine learning 

projects. It's crucial for building accurate predictive models by identifying recurring patterns and trends. Effective data collection 

practices ensure high-quality, relevant data for developing successful machine learning algorithms. 

Data pre processing: Data preprocessing is essential for machine learning models, as raw data often contains noise, missing values, 

and formatting issues. It involves cleaning and formatting data to make it suitable for analysis, improving the accuracy and 

efficiency of machine learning algorithms. 

Feature selection: Feature selection aims to identify the optimal set of features for building efficient machine learning models. 

Techniques are categorized into supervised (for labeled data) and unsupervised (for unlabeled data) methods. Taxonomically, they 

include filter, wrapper, embedded, and hybrid approaches to select features effectively. 

Feature extraction: 
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Feature extraction, a component of dimensionality reduction, partitions raw data into manageable groups to ease processing. It 

selects and combines variables into features, reducing computational burden. Color features, derived from image histograms, offer 

succinct descriptions of color statistics, maintaining accuracy and originality in large datasets. 

 

RESULTS AND DISCUSSION 
 

 

                     
  

 

 

 

 

           
 

 

  

  

               
 

CONCLUSION: 

In recent times, predictive analysis has been helping experts worldwide to predict various problems. Predictive analysis is basically 

done by taking into consideration a business problem and then proposing a solution for the same. The industry worldwide is growing 

rapidly which brings us to the problem that, with the growth of industry many domains are open for hiring. Due to the wide range 

of domains available it is imperative that the proper applicant should be selected for doing a distinctive task. Hence, our model 

emphasizes on such various aspects related to recruitment and resolves a certain dilemma concerning the staffing process 
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