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Abstract :  Super-resolution (SR) techniques aim to enhance the resolution of low-resolution images, a crucial task in various 

computer vision applications. In recent years, deep learning-based approaches have demonstrated remarkable success in achieving 

high-quality super-resolution results. This review paper explores the state-of-the-art in robust super-resolution using deep learning 

methods. We present an overview of the challenges associated with traditional SR techniques and discuss how deep learning models 

have addressed these challenges. Furthermore, we delve into various deep learning architectures, loss functions, and training 

strategies employed for robust super-resolution. Through a comprehensive analysis, we highlight the strengths and limitations of 

existing approaches and suggest potential avenues for future research in this field. 
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I. INTRODUCTION 

 

Super-resolution (SR) has long been a fundamental task in image processing and computer vision, with applications spanning 

from medical imaging to surveillance. The goal of SR is to generate high-resolution (HR) images from their low-resolution (LR) 

counterparts while preserving important details and textures. Traditional SR techniques often rely on handcrafted features and 

interpolation methods, which may struggle to produce satisfactory results, especially when faced with complex patterns or noise in 

the input images. 

The emergence of deep learning has revolutionized the field of SR, offering more effective solutions to this problem. Deep 

learning models, particularly convolutional neural networks (CNNs), have shown remarkable capability in learning complex 

mappings between LR and HR image spaces, thus enabling high-quality SR even in challenging scenarios. By leveraging large-

scale datasets and powerful computational resources, deep learning-based SR methods have surpassed the performance of 

conventional approaches and have become the de facto standard in many applications. 

In this review paper, we provide a comprehensive overview of the advancements in robust super-resolution using deep learning 

techniques. We discuss the key challenges faced by traditional SR methods, the principles behind deep learning-based approaches, 

and the recent trends in the field. Furthermore, we analyze various deep learning architectures, loss functions, and training strategies 

employed for robust SR, shedding light on their strengths and limitations. 

 

II. LITERATURE REVIEW 

[1] Paper 1 

ESRGAN: Enhanced Super-Resolution Generative Adversarial Networks:- The Super-Resolution Generative Adversarial 

Network (SRGAN) is a groundbreaking deep learning model designed for single-image super-resolution. Introduced as a seminal 

work, SRGAN utilizes a Generative Adversarial Network (GAN) architecture, where a generator network aims to enhance the 

resolution of low-resolution images, and discriminator network evaluates the realism of the generated high-resolution images. 

 

 [2] Paper 2 

Image Super-Resolution Based on Generative Adversarial Networks: A Brief Review:- Single Image Super-Resolution 

(SISR) is a crucial area of research within the realms of computer vision and image processing. The goal is to generate high-

resolution counterparts that preserve fine details and improve overall visual fidelity.  

[3] Paper 3 

Single Image Super-Resolution: Depthwise Separable Convolution Super-Resolution Generative Adversarial Network:- 

The Super-Resolution Generative Adversarial Network (SRGAN) stands as a seminal achievement in the realm of single image 

super-resolution. This innovative model utilizes a Generative Adversarial Network (GAN) architecture, featuring a generator that 

enhances image resolution and a discriminator that evaluates the realism of the generated high-resolution images. 
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[4] Paper 4 

Generative Adversarial Network-Based Super-Resolution Considering Quantitative and Perceptual Quality:- Generative 

Adversarial Network-Based Super-Resolution Considering Quantitative and Perceptual Quality is a research approach that 

leverages Generative Adversarial Networks (GANs) to enhance image resolution while considering both quantitative and perceptual 

aspects of image quality. 

 

[5] Paper 5 

From Beginner to Master: A Survey for Deep Learning-based Single-Image Super-Resolution:- Single-image super-

resolution (SISR) is a critical task in image processing that focuses on enhancing the resolution and quality of a single low-resolution 

image. The goal of SISR is to generate a high-resolution version of the input image, revealing finer details and improving overall 

visual clarity. 

 

[6] Paper 6 

Real-ESRGAN: Training Real-World Blind Super-Resolution with Pure Synthetic Data Supplementary Material:- Real-

ESRGAN is a cutting-edge approach to training real-world blind super-resolution models using exclusively synthetic data. In the 

context of image enhancement, particularly in super-resolution, "blind" refers to scenarios where the model is not provided with 

prior information about the degradation process in real-world images. Real-ESRGAN tackles this challenge by leveraging synthetic 

data, generated in a controlled environment, to train a super-resolution model. 

 

[7] Paper 7 

Single Image Super-resolution Reconstruction of Enhanced Loss Function with Multi-GPU Training:- The approach titled 

"Single Image Super-resolution Reconstruction of Enhanced Loss Function with Multi-GPU Training" involves enhancing the loss 

function in the context of single-image super-resolution reconstruction, with the added dimension of utilizing Multi-GPU training. 

In single-image super-resolution, the goal is to generate high-resolution images from low-resolution counterparts.  

 

[8] Paper 8 

Single Image Super-Resolution Method Based on an Improved Adversarial Generation Network:- The "Single Image 

Super-Resolution Method Based on an Improved Adversarial Generation Network" presents an approach to enhancing image 

resolution using a refined Adversarial Generation Network. In the realm of single-image super-resolution, the objective is to 

generate high-resolution images from low-resolution inputs.. This method aims to provide advancements in generating high-quality, 

realistic, and visually appealing high-resolution images through the utilization of an improved Adversarial Generation Network. 

 

[9] Paper 9 

IRE: Improved Image Super-Resolution Based on Real-ESRGAN:- The "IRE: Improved Image Super-Resolution Based on 

Real-ESRGAN'' represents a refinement or enhancement to the Real-ESRGAN (Real-World Super-Resolution with Pure Synthetic 

Data) framework. Real-ESRGAN is known for training super-resolution models using only synthetic data. The aim is to elevate the 

performance of the super-resolution process, resulting in enhanced visual quality and finer details in the generated high-resolution 

images.  

 

[10]  Paper 10 

Efficient and Accurate MRI Super-Resolution using a Generative Adversarial Network and 3D Multi-Level Densely 

Connected Network:- The approach titled "Efficient and Accurate MRI Super-Resolution using a Generative Adversarial Network 

and 3D Multi-Level Densely Connected Network" presents a methodology for improving the resolution of Magnetic Resonance 

Imaging (MRI) scans. The GAN likely enhances the generation of high-resolution MRI images, while the 3D Multi-Level Densely 

Connected Network contributes to the efficient integration of contextual information across multiple levels. The synergy of these 

two components is designed to achieve both efficiency and accuracy in the super-resolution process, ultimately enhancing the visual 

quality and diagnostic value of MRI scans.  

 

[11] Paper 11 

Unsupervised Real-World Super Resolution with Cycle Generative Adversarial Network and Domain Discriminator:- 

The method titled "Unsupervised Real-World Super Resolution with Cycle Generative Adversarial Network and Domain 

Discriminator" addresses real-world super-resolution challenges without using labeled data. In the unsupervised setting, CycleGAN 

facilitates learning mappings between low-resolution and high-resolution domains, and the Domain Discriminator helps in 

distinguishing between generated and real-world high-resolution images. This approach aims to enhance the resolution of real-

world images without the need for paired training data. 

 

 

[12] Paper 12 

Photo-Realistic Single Image Super-Resolution Using a Generative Adversarial Network:- The method titled "Photo-

Realistic Single Image Super-Resolution Using a Generative Adversarial Network" focuses on achieving high-quality and visually 

realistic super-resolution results from single images. It employs a Generative Adversarial Network (GAN) architecture, where a 

generator network enhances the resolution of low-resolution images, and a discriminator network assesses the realism of the 

generated high-resolution images. The use of adversarial training in this context aims to generate photo-realistic details in the super-

resolved images. 
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[13] Paper 13 

Unsupervised Single Image Super-Resolution Network (USISResNet) for Real-World Data Using Generative 

Adversarial Network:- The "Unsupervised Single Image Super-Resolution Network (USISResNet)" is a method designed for 

enhancing the resolution of single images in real-world scenarios without the need for labeled training data. The approach 

incorporates a Generative Adversarial Network (GAN) to achieve unsupervised learning. The use of GANs helps in generating 

high-resolution images that closely resemble real-world data, contributing to the realism of the super-resolved results. 

 

[14] Paper 14 

Unsupervised Image Super-Resolution using Cycle-in-Cycle Generative Adversarial Networks:- The method employs 

Cycle-in-Cycle Generative Adversarial Networks (CycleGANs) to enhance image resolution in an unsupervised manner. The term 

"cycle-in-cycle" suggests a nested or iterative application of the cycle consistency principle within the GAN framework. This 

approach aims to achieve improved super-resolution performance by iteratively refining the generated high-resolution images.  

 

[15] Paper 15 

Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks:- "Unsupervised 

Representation Learning with Deep Convolutional Generative Adversarial Networks" refers to a method that utilizes Deep 

Convolutional Generative Adversarial Networks (DCGANs) for unsupervised representation learning. In unsupervised learning, 

the model is not provided with labeled training data. The DCGAN architecture, which combines convolutional networks with the 

adversarial training paradigm, is employed to learn representations of data in an unsupervised manner. This approach is particularly 

powerful for generating new data samples and capturing high-level features without explicit labels.  

 

[16] Paper 16 

Transformer for Single Image Super-Resolution:- Transformer architecture is likely leveraged to capture global features and 

dependencies within the input image. The self-attention mechanism in Transformers allows the model to consider the entire image 

holistically, facilitating the learning of complex patterns and structures for super-resolution. 

 

[17] Paper 17 

Real-ESRGAN: Training Real-World Blind Super-Resolution with Pure Synthetic Data:- Real-ESRGAN, or Real-World 

Blind Super-Resolution with Pure Synthetic Data, is an image super-resolution model designed to address challenges associated 

with training on limited real-world high-resolution data. The approach combines adversarial training and perceptual loss to produce 

high-quality super-resolved images. 

 

[18] Paper 18 

Lightweight Image Super-Resolution with Multi-Scale Feature Interaction Network:- The Lightweight Image Super-

Resolution with Multi-Scale Feature Interaction Network is designed for image super-resolution with a focus on computational 

efficiency. This network incorporates multi-scale feature interaction, allowing it to integrate information from different scales of 

the input image efficiently. 

 

[19] Paper 19 

Image Super-Resolution with Non-Local Sparse Attention:- Image Super-Resolution with Non-Local Sparse Attention refers 

to a model designed for enhancing the resolution of images by incorporating non-local sparse attention mechanisms. By leveraging 

non-local sparse attention, the model aims to capture significant features and enhance the quality. 

 

[20] Paper 20 

MADNet: A Fast and Lightweight Network for Single-Image Super Resolution:- MADNet, standing for "A Fast and 

Lightweight Network for Single-Image Super Resolution," is a neural network architecture designed for the task of enhancing the 

resolution of individual images. The primary emphasis of MADNet is on achieving high computational efficiency while maintaining 

effective super-resolution performance. 

 

[21] Paper 21 

Feedback Network for Mutually Boosted Stereo Image:- Super-Resolution and Disparity EstimationThe Feedback Network 

for Mutually Boosted Stereo Image Super-Resolution and Disparity Estimation is a model designed for the joint improvement of 

both super-resolution. This approach leverages the interdependence of these tasks to enhance the overall quality and accuracy of 

reconstructed stereo images. 

 

 

[22] Paper 22 

Single Image Super-Resolution via a Holistic Attention Network:- "Single Image Super-Resolution via a Holistic Attention 

Network" refers to a model designed to enhance the resolution of individual images using a Holistic Attention Network. This 

approach is intended to enhance the quality of the high-resolution output.  

 

[23] Paper 23 

Deep Learning for Single Image Super-Resolution:- A Brief Review"Deep Learning for Single Image Super-Resolution: A 

Brief Review" likely provides a concise overview of the application of deep learning techniques to (SISR). The primary goal is to 

offer a brief but informative summary of the progress and trends in utilizing deep learning for (SISR). 

 

 

http://www.jetir.org/


© 2024 JETIR March 2024, Volume 11, Issue 3                                                         www.jetir.org(ISSN-2349-5162) 

 

JETIR2403396 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org d783 
. 

 

[24] Paper 24 

Deep residual refining based pseudo-multiframe network for effective single image super-resolution:- The "Deep Residual 

Refining based Pseudo-Multi-frame Network for Effective Single Image Super-Resolution" likely describes a model designed to 

enhance the resolution of individual images using deep learning techniques. This approach aims to achieve effective single-image 

super-resolution by combining deep learning, residual refinement, and a pseudo-multi-frame strategy.  

 

[25] Paper 25  

Exemplar Guided Face Image Super-Resolution without Facial Landmarks:- "Exemplar Guided Face Image Super-

Resolution without Facial Landmarks" likely refers to a method for enhancing the resolution of face images without relying on 

explicit facial landmarks. This approach may involve learning from high-resolution examples to improve the details.  

 

[26] Paper 26  

To learn image super-resolution, use a GAN to learn how to do image degradation first:- The approach of using a 

Generative Adversarial Network (GAN) to learn image super-resolution involves a two-step process. Initially, the GAN is trained 

to simulate or generate realistic image degradations. This step involves teaching the GAN to produce degraded versions of high-

resolution images. 

 

[27] Paper 27 

Hallucinating Very Low-Resolution Unaligned and Noisy Face Images by Transformative Discriminative 

Autoencoders:- "Hallucinating Very Low-Resolution Unaligned and Noisy Face Images by Transformative Discriminative 

Autoencoders". This approach aims to generate high-resolution, aligned, and clean face images from their very low-resolution, 

unaligned, and noisy counterparts using Transformative Discriminative Autoencoders. 

 

[28] Paper 28 

Learning a No-Reference Quality Metric for Single-Image Super-Resolution:- "Learning a No-Reference Quality Metric 

for Single-Image Super-Resolution" likely refers to a method focused on developing a quality metric for assessing the performance 

of single-image super-resolution (SISR). This approach likely involves training a model to learn the quality metric directly from 

the characteristics of super-resolved images. 

 

[29] Paper 29 

Landmark Image Super-Resolution by Retrieving Web Images:- "Landmark Image Super-Resolution by Retrieving Web 

Images" likely describes a method for enhancing the resolution of landmark images using a retrieval-based. This approach aims to 

leverage external web data to enhance the resolution of landmark images. 

 

[30] Paper 30  

RankSRGAN: Generative Adversarial Networks with Ranker for Image Super-Resolution:- RankSRGAN likely refers to 

a model in the context of image super-resolution that incorporates a ranker component within the Generative Adversarial Network 

(GAN) framework. The power of GANs with a ranker module to improve the quality of super-resolved images through a more 

refined and guided training process. 

 

III. PROPOSED METHODOLOGY 

Robust super-resolution using deep learning encompasses a wide range of methodologies, each tailored to address specific 

challenges encountered in the process of enhancing image resolution. Here, we outline the key components and techniques 

commonly employed in deep learning-based SR approaches: 

 

Convolutional Neural Networks (CNNs): CNNs serve as the backbone of many deep learning-based SR methods. These 

networks consist of multiple layers of convolutional operations, followed by nonlinear activation functions, pooling layers, and 

upsampling layers. By stacking these layers, CNNs can effectively capture intricate patterns and features in LR images and learn 

complex mappings to generate HR outputs. 

 

 
Fig. 1 : Methodology 

 

Loss Functions: The choice of an appropriate loss function plays a crucial role in training deep learning models for SR. 

Commonly used loss functions include mean squared error (MSE), perceptual loss, adversarial loss, and content loss. Each loss 

function serves different purposes, aiming to minimize the gap between the generated HR images and the ground truth HR images 

while preserving perceptual quality and structural details. 
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Training Strategies: Training deep learning models for SR often involves large-scale datasets containing pairs of LR and HR 

images. To improve model performance and generalization, various training strategies are employed, such as data augmentation, 

transfer learning, and adversarial training. Data augmentation techniques, including random cropping, rotation, and flipping, help 

diversify the training data and reduce overfitting. Transfer learning enables the transfer of knowledge from pre-trained models to 

SR tasks, facilitating faster convergence and better performance. Adversarial training introduces a discriminator network 

alongside the generator network to distinguish between generated and real HR images, encouraging the generator to produce more 

realistic outputs. 

 

Architectural Innovations: Recent advancements in deep learning architectures have led to the development of specialized 

networks tailored for SR tasks. These architectures often incorporate skip connections, residual blocks, and attention mechanisms 

to enhance information flow and feature extraction. Examples include the SRGAN (Super-Resolution Generative Adversarial 

Network), EDSR (Enhanced Deep Super-Resolution), and RCAN (Residual Channel Attention Networks). 

 

By leveraging these methodologies and techniques, deep learning-based SR models can achieve state-of-the-art performance 

in terms of both quantitative metrics and visual quality. 

 

IV. CONCLUSION 

In conclusion, robust super-resolution using deep learning has witnessed significant advancements in recent years, driven by 

the rapid progress in deep learning research and computational resources. Deep learning models, particularly CNNs, have shown 

remarkable capability in enhancing the resolution of low-quality images while preserving important details and textures. By 

employing sophisticated architectures, loss functions, and training strategies, deep learning-based SR methods have surpassed the 

performance of traditional approaches and have become indispensable tools in various computer vision applications. 

However, challenges such as handling noise, scaling factors, and runtime efficiency still remain, indicating avenues for future 

research. Additionally, the deployment of deep learning-based SR models in real-world scenarios requires addressing issues related 

to computational resources, model size, and interpretability. Overall, the future of robust super-resolution using deep learning holds 

great promise, with continued advancements expected to further push the boundaries of image enhancement and computer vision 

technology. 
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