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1.ABSTRACT: 
Water, functioning as a nearly universal solvent, has the ability 

to dissolve various compounds based on their polarity. This 

includes both polar and nonpolar compounds, even at 

extremely low concentrations. However, these seemingly 

invisible and tasteless contaminants in water can pose health 

risks for consumers. To address this, a comprehensive 

understanding of water quality is crucial for informed decisions 

on protection and management. Horton introduced the 

concept of the Water Quality Index (WQI)[1], providing a 

numerical representation for assessing water quality in specific 

locations. This tool is widely used by environmental scientists, 

water resource managers, and policymakers to communicate 

water quality information effectively to the public. The 

assessment of water quality relies on various physical and 

chemical parameters associated with its intended use, and 

establishing acceptable values for each parameter is essential. 

If water fails to meet these standards, treatment is necessary 

before utilization. This project aims to leverage machine 

learning techniques, including Logistic Regression, Decision 

Tree, Random Forest, Naïve Bayes, K-Nearest Neighbors (KNN), 

Support Vector Machine (SVM), and AdaBoost, for assessing 

water quality. Using a dataset with parameters such as 

Trihalomethanes, pH, Solids, Chloramines, Sulphate, Hardness, 

Conductivity, Organic Carbon, and Turbidity from various water 

bodies, the study successfully predicts water potability with 

near accuracy. 

Key words: Machine Learning, Potability, Water Quality Index, 

Logistic regression, Decision tree, Random Forest, K-Nearest 

neighbors (KNN), Support Vector Machine (SVM), and 

AdaBoost. 

2. INTRODUCTION: 

Water is essential for human life. Access to clean water is a 

basic human right. Beyond individual health, water is also vital 

for agriculture, industry, and sanitation. It sustains ecosystems, 

supports biodiversity, and plays a crucial role in climate 

regulation.70% of the Earth is made up of water and only 3% 

of Earth's water constitutes freshwater, only 0.06% is readily 

available for use. This leads to numerous health problems and 

socioeconomic challenges such as water scarcity. While fresh 

water may be scarce, its availability is further diminished due 

to pollution resulting from modern-day development and 

neglect of conservation efforts. It impacts not only humankind 

but also marine ecosystems. The presence of diverse 

contaminants in water bodies severely affects aquatic life, 

potentially leading to food contamination when consuming 

seafood. 

As we are aware, primary sources of drinking water, including 

rivers, lakes, natural springs, and even groundwater resources, 

are vulnerable to pollution through both direct and indirect 

means. Even a single instance of excessive chemical 

concentration can have a severe impact on the health of the 

consumer. According to the 2021 World Water Development 

Report by UNESCO, approximately 829,000 individuals 

succumb annually to diarrhoea resulting from unsafe drinking 

water, inadequate sanitation, and poor hand hygiene. This 

includes nearly 300,000 children under the age of five, 

constituting 5.3 percent of all deaths within this age group [3]. 

In 2004, water from half of the examined segments of China's 

seven major rivers was discovered to be unfit for drinking due 

to pollution. The Yangtze, China's longest river, is heavily 

afflicted by pollution and can be described as "cancerous" in its 

contamination [2]. In the United States, almost 40% of rivers are 

polluted to the extent that they are unsuitable for fishing, 

swimming, or supporting aquatic life. Approximately 1.2 trillion 

gallons of untreated sewage, stormwater, and industrial waste 

are released into U.S. waters every year. Lakes fare even worse, 

with 46% of them experiencing severe pollution [2]. Nalgonda 

district of Andhra Pradesh is one of the fluorosis endemic 

places in India, where the ground water samples have recorded 

mean fluoride level of 4.01mg/l[4] (maximum permissible level 

of fluoride in water is 1.5mg/l as recommended by World 

Health Organisation) is the cause of skeletal fluorosis and 

dental fluorosis in the residents. 

Main aim of this project is to check the efficiency of different 

machine learning algorithms, in determining the water 

potability. Water potability denotes the appropriateness of 

water for human consumption, ensuring it does not pose any 

health risks. Potable water, fit for drinking, is devoid of 
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contaminants that could be harmful to human health. 

Adherence to specific standards and regulations guarantees 

that water is deemed potable and can be safely utilized for 

drinking, cooking, and other household activities.  

The assessment of water potability involves evaluating factors 

like the presence of microorganisms, chemical substances, and 

physical characteristics. This project determines the potability 

by considering the below parameters. 

Parameters WHO Limit 

Ph 6 

Hardness as CaCO3 500mg/l 

Chloride 200mg/l 

Solids 500ppm  

Sulphates 500mg/l 

Conductivity 2000µS/cm 

Organic Carbon 2mg/l 

Tri-Halomethanes 0.5ppb 

Turbidity 1NTU 
Table 2.1 

If any of the parameters listed in Table 2.1 exceed the 

specified levels, water may need treatment before it is 

suitable for consumption.  

This paper primarily concentrates on machine learning 

algorithms, namely, 

i) Logistic Regression 

ii) Decision Tree 

iii) Random Forest 

iv) K-Nearest Neighbors 

v) Support Vector Machine 

vi) Navie Bayes 

vii) Adaptive Boosting (AdaBoost) 

 

 

3. Literature Survey: 

Several methodologies utilizing machine learning have been 

suggested for assessing water quality. 

Chen et al. (2020) [5] stated that, by considering the precision, 
F1-score, recall,  and weighted F1-score of Seven conventional 

machine learning models (k-nearest neighbors (KNN), linear 

discriminant analysis (LDA), support vector machine (SVM), 

logistic regression (LR), decision tree (DT), completely-random 

tree (CRT), naive Bayes (NB))and three innovative ensemble 

learning models (random forest (RF), completely-random tree 

forest (CTF), and deep cascade forest (DCF)) , it is proved that 

Decision trees (DT), random forests (RF), and deep cascade 

forests (DCF) exhibit enhanced predictive performance 

compared to other models.  

Radhakrishnan and Pillai (2020) [6], has proposed a 

methodology for the detection of water quality through 

analysis using diverse machine learning models like SVM, DT, 

and Naïve Bayes based on the weighted arithmetic Water 

Quality Index (WQI). These models undergo testing and 

validation using four key water quality factors: pH, dissolved 

oxygen (DO), electrical conductivity, and biochemical oxygen 

demand (BOD) of the water. The analysis concludes that among 

the three algorithms, the Decision Tree algorithm achieves the 

highest accuracy, reaching 98.50%. 

Jain et al. (2021)[7], has considered dissolved oxygen (DO), pH, 

conductivity, biochemical oxygen demand (BOD), nitrate (NO3-

N), nitrite (NO2-N), and total coliform as parameters for 

determining the Water Quality Index (WQI). Among the three 

algorithms utilized (Random Forest, SVM, K-Nearest Neighbor), 

Random Forest demonstrates the highest accuracy, achieving 

92.127%. 

The study conducted by Malek et al. (2022)[8], utilized 13 

parameters to assess water quality, both physical and chemical. 

Additionally, it employed seven machine learning models: 

Decision Tree, Artificial Neural Networks, K-Nearest Neighbors, 

Naïve Bayes, Support Vector Machine, Random Forest, and 

Gradient Boosting. After analysing the data, the ensemble 

model using Gradient Boosting, with a learning rate of 0.1, 

demonstrated superior predictive capabilities compared to the 

other algorithms. The Gradient Boosting (GB) model exhibited 

the highest accuracy at 94.90%, along with the top sensitivity 

of 80.00% and f-measure of 86.49%, boasting the lowest 

classification error.  

Khan et al. (2022) [9]used  pH, suspended solids (SS), chemical 

oxygen demand (COD), electrical conductivity (EC), total 

dissolved solids (TDS),  turbidity, chloride,  alkalinity, and 

dissolved oxygen (DO) as parameters to determine the Water 

Quality Index. To handle the null values median technique is 

used, and to scale the data min-max scalar is used. Support 

Vector Regression combined with Principal Component 

Analysis (PCA) demonstrated higher effectiveness, achieving an 

accuracy of 95%. Conversely, when the number of components 

was decreased, PCA paired with the Multiple Linear Regression 

model emerged as the more effective approach. This study 

employed a Gradient Boosting classifier to categorize water 

quality status and evaluated its performance against other 

classifiers such as AdaBoost, Support Vector, and Random 

Forest. Results indicated that the Gradient Boosting Classifier 

outperformed the others, demonstrating superior efficiency in 

classifying water quality status. 

In the study conducted by Aldhyani et al. (2020) [10], artificial 

neural network models, specifically the nonlinear 

autoregressive neural network (NARNET) and the long short-

term memory (LSTM) deep learning algorithm, were 

developed for predicting the Water Quality Index (WQI). The 

WQC forecasting employed Support Vector Machine (SVM), K-

nearest neighbor (K-NN), and Naive Bayes algorithms. Results 

indicated that the NARNET model slightly outperformed LSTM 

in predicting WQI values, while SVM achieved the highest 

accuracy (97.01%) in WQC prediction. 

In conclusion, this literature survey provides a comprehensive 

overview of existing research on various water quality 

assessment methods using Machine Learning, laying the 

groundwork for the current study. Moving forward, these 

insights will guide the implementation and analysis of our 

project. 
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 4. METHODOLOGY: 

To create a machine learning-based system for assessing the 
potability of water, we first conduct a comprehensive data 
gathering and preprocessing stage. This entails the 
painstaking collection of crucial elements related to water 
quality,includingpH,Hardness,Solids,Chloramin,Sulfate,Cond
uctivity,OrganicCarbon,Trihalomethanes,Turbidity. We use 
"potability" as the target variable and these factors provide 
the basis for our further investigations.After that, we 
meticulously select a dataset that includes ten critical 
parameters related to the evaluation of water quality. These 
factors have been carefully chosen to guarantee their 
applicability and importance in assessing the potability of 
water.Going further, we start building prediction models with 
seven different classification algorithms: Decision Trees (DT), 
SVM, Random Forest, Logistic Regression, Naive Bayes, 
Adaboost, and K-Nearest Neighbours (KNN).We apply the k-
fold cross-validation methodology in order to create a 
standardised testing framework. The remaining subsets of the 
dataset combine to form the training sets, with each subset 
serving as the test set alternately.Finally, a range of data 
mining indicators are used to thoroughly assess the classifiers' 
performance on unseen data. This crucial stage allows us to 
evaluate how well the models predict water potability outside 
of the training dataset.With the help of this methodological 
approach, we can create and assess machine learning models 
that are specifically designed to determine the potability of 
water by using a variety of water quality indicators. 

          

We must determine the issue that our model will attempt to 
resolve. Here, we're going to use a tonne of data to estimate 
the quality of the water. It's similar to teaching our computer 
to analyse data regarding water quality and determine 
whether it's good or harmful. Maintaining the safety and 
health of our water can be greatly aided by this. Our primary 
task is to ensure that our model learns to provide accurate 
water quality information from the available dataset.We use 
data from the internet to aid in the learning and prediction 
of water quality by our model. Our data comes from the 
Central Pollution Control Board of India (CPCB) dataset, 
which includes information from 3277 cases in 13 different 
water sources. With data spanning from 2014 to 2020, we 

can see how water quality has changed over time.In this 

stage, we examine the data by contrasting various 
characteristics of water with the World Health 
Organization's (WHO) criteria. This gives us a brief picture of 
how the data compares to international water quality 
criteria.We clean up the data in this stage by adding any 
missing values. We just use the average to fill in the blanks 
when something is lacking. Additionally, we remove 
extraneous noise from the data to maintain its clarity and 

cleanliness.We double-check the data at this phase to 
ensure that it is of the highest quality. Reliability and 
accuracy of our predictions increase with high-qualitydata. 
At this point, we decide what kinds of data we require and 
where to obtain them. Selecting the appropriate data and 
sources to aid in our efficient question answering is the 
primary objective.To make the dataset easier to deal with, 
we divide it into smaller portions in this phase. Typically, we 
divide it into two sections: one for model training and the 
other for data testing.To make the data easier to see, we 
illustrate the dataset in this phase. Similar to a plan, a data 
model aids in the organisation and linking of various dataset 
components.In this stage, we perform a detailed analysis of 
our model to determine its quality. We evaluate its 
capabilities to see if it can successfully complete 
upcomingduties. 
 

5.DATASET: 

The study's dataset may be accessed at  
https://www.kaggle.com/datasets/anbarivan/indian-water-
quality-data AND https://cpcb.nic.in/nwmp-data/  .The 
information was collected from several locations throughout 
India, including rivers and lakes.The government gathered this 
data in order to ensure that the water was safe to drink. There 
are 3277 data sets and 9 items under examination. These 
consist of 
pH,Hardness,Solids,Chloramin,Sulfate,Conductivity,Organic 
Carbon,Trihalomethanes,Turbidity. The amount of oxygen in 
the water is indicated by dissolved oxygen, which is significant 
for fish and other aquatic life. pH indicates the acidity or 
basicity of the water. Water's acidity or alkalinity is 
determined by its pH. On a pH scale of 0 to 14, where 7 is 
neutral, values over 7 are alkaline, and values below 7 are 
acidic, it represents the concentration of hydrogen ions in 
the water. It is essential to keep pH levels within a specific 
range for a number of industrial activities as well as for the 
welfare of aquatic life. The concentration of minerals, 
mostly calcium and magnesium ions, dissolved in water is 
referred to as hardness. The unit of measurement is 
frequently mg/L or ppm, or calcium carbonate equivalents. 
Low levels of hardness can produce caustic water, while high 
levels can cause scaling in pipes and appliances. The amount 
of organic and inorganic materials dissolved in water is 
measured as total dissolved solids, or TDS. Minerals, salts, 
metals, and other substances fall under this category. TDS is 
commonly expressed as parts per million (ppm) or 
milligrammes per litre (mg/L). Drinking water quality can be 
impacted by elevated TDS levels in terms of taste, odour, 
and general quality. Chloramines are disinfection 
compounds that are frequently used in water treatment to 
eliminate germs and dangerous microorganisms. They are 
created when ammonia and chlorine are combined. In order 
to minimise any potential health concerns related with 
disinfection byproducts and ensure successful disinfection, 
it is imperative to monitor levels of chloramine. One 
naturally occurring substance that can be found in water 
sources is sulphate. It may come from industrial processes, 
minerals, or runoff from agriculture. Increased sulphate 
concentrations could be a sign of contamination from 
fracking or mining operations, for example. At high 
quantities, sulphate may have negative health effects in 

addition to altering the taste of water. The amount of 
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dissolved ions in the water, such as salts and minerals, 
affects electrical conductivity, a measurement of the water's 
capacity to conduct electricity. larger conductivity values 
indicate larger levels of dissolved solids in the water, which 
is why it is frequently employed as a measure of overall 
water quality. Conductivity monitoring can be used to find 
possible sources of contamination and identify changes in 
the quality of the water. Decomposing organic materials 
including leaves, algae, and bacteria are the source of the 
organic carbon found in water. It can change the colour, 
taste, and odour of water. When water is treated with 
chlorine, it can also lead to the production of disinfection 
byproducts. To guarantee the safety and quality of the 
water, it is crucial to monitor the amounts of organic 
carbon.THMs are a class of chemical compounds that are 
created during the disinfection process when chlorine 
combines with organic materials in water. Because 
prolonged exposure may pose health risks, they are 
regulated and regarded as disinfection byproducts. THM 
level monitoring reduces health hazards and guarantees 
adherence to regulations. The cloudiness or haziness of 
water brought on by suspended particles like silt, organic 
matter, and sediment is measured as turbidity. It is a crucial 
indication of water quality and is expressed in 
nephelometric turbidity units (NTU). Elevated levels of 
turbidity may suggest pollution and reduce the transparency 
of water, impacting both aquatic environments and water 
purification procedures. 

 

6.MODELS USED/ALGORITHMS: 

*SUPERVISED LEARNING: 

A key component of machine learning is supervised learning, 
which involves giving computers labelled training data in 
order to educate them how to make judgements. The 
fundamental characteristic of supervised learning is that it 
is similar to guided learning—that is, learning occurs when a 
teacher teaches a pupil. The labelled data serves as the 
instructor in this comparison, providing precise instructions 
on what makes an appropriate output given a particular 
input. With the help of this paradigm, machines may 
discover links and patterns in the data and extrapolate their 
knowledge to produce precise predictions on data that 
hasn't been seen yet.Applications of supervised learning are 
found in many different fields, such as financial forecasting, 
medical diagnosis, picture recognition, and natural language 
processing. Supervised learning algorithms, for example, can 
be trained on labelled photos in image recognition to 
recognise patterns, detect abnormalities, and categorise 
objects. Similarly, by examining big corpora of text data 
matched with appropriate labels, these algorithms can be 
trained to comprehend and produce language that is similar 
to that of a human in natural language processing. 

The adaptability of supervised learning in handling various 
kinds of prediction tasks is one of its unique characteristics. 
Assigning inputs to specified categories or classes—such as 
identifying whether an email is spam or legitimate—is the 
process of classification tasks. On the other hand, regression 
problems include making predictions about continuous 
numerical values, like determining a house's price based on 
its characteristics. Furthermore, organisations can use 
supervised learning techniques to estimate future patterns 
or outcomes, such as consumer behaviour, market trends, 
or financial performance. 

The calibre and volume of labelled training data, however, 
determine how successful supervised learning is. To train 

strong models that can handle a variety of real-world 
scenarios and generalise successfully to unseen data, 
large and diverse datasets are frequently needed. 
Additionally, iterative optimisation may be used during 
the training phase of supervised learning models in 
order to optimise model parameters and enhance 

performance. Notwithstanding these difficulties, supervised 
learning continues to be a potent weapon in the toolbox of 
machine learning experts, propelling breakthroughs in AI 
and upending a multitude of sectors. 

1.RANDOM FOREST:The Random Forest (RF) approach is 

similar to a group of friends cooperating to find a solution. 
Every friend, or decision tree, offers their perspective, and RF 
synthesises them all to arrive at the optimal choice. RF stays 
away from mistakes that a single friend might make by doing 
this. It updates its knowledge when it gains fresh insights from 
data by employing a clever method known as bagging. To 
make sense of various features, RF constructs a structure 
resembling a tree. RF offers a lot of benefits. It excels at 
managing scenarios where various aspects may be 
interconnected, which can be challenging for other 
approaches. It's also quite good at predicting outcomes and 
identifying patterns in data. It's similar to having an 
incredibly intelligent gadget that can solve a wide range of 
issues with ease.  

 

 

2.ADABOOST:AdaBoost is similar to a group of friends 

working together to solve a problem. Even while they might 
not be very good at solving problems on their own, they get 
stronger when they work together. Every time they make a 
mistake, they attempt to improve upon it the following time. 
This approach places more emphasis on making corrections 
than on achieving perfection from the beginning. 

The problem is that AdaBoost tends to focus more on the 
most popular responses since it genuinely wants to get the 
answer correct overall. This implies that, even if they are 
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significant, it may overlook some of the less frequent ones. 

 

3.SVM:An ingenious cousin of the SVM, the SVR is a data 

science super hero when it comes to solving challenging 
challenges. Even when things grow complex, it does 
exceptionally well on tasks like estimating functions, 
predicting outcomes, classifying objects, and identifying 
trends.SVR is cool because it functions similarly to a wizard of 
problem-solving. It excels at solving convex quadratic 
programming problems, which are challenging math riddles. 
Its ability to process large amounts of data without stuttering 
and its refusal to become mired in the wrong solutions make 
it extremely dependable.There's a catch, though.There is 
some homework to be done before utilising SVR. Your data 
must be manually labelled, which can take some time. 
Additionally, you must adjust three additional parameters 
based on your existing knowledge: y, which establishes a 
connection between your data and your predictions; W, 
which represents the weight vector; and φ(x), which is an 
abbreviation for the transformation of your data. Oh, and b 
serves as SVR's sort of secret code, helping it all make sense. 

 

4.KNN:The KNN approach is similar to having a helpful friend 

who determines a thing's appropriate placement by 
examining its closest companions. It's very simple: if the 
majority of your friends in the area are in the same group, 
that's probably the one you choose. However, there are ties 
from time to time that need to be broken.Yet, KNN isn't the 
best option for extremely large data sets. That's because each 
time it's asked to make a decision, it has to put in a lot of 

effort. Finding the closest friends requires it to examine every 

single data point, which might take some time, particularly 
when there is a lot of data. 

 

 

5.DECISIONTREE:The Decision Tree (DT) approach functions as 

a simple chart that aids in making decisions based on various 
knowledge bases. It prioritises the most critical item to start with 
by examining all the other important ones first. It then proceeds 
cautiously, as if climbing a tree, to reach a decision based on all 
of the information it has observed. Decision trees have been 
found to function well in situations when there is incomplete or 
unbalanced data. Nevertheless, we frequently achieve even 
better outcomes when we combine many decision trees using 
techniques like Random Forest (RF) and Gradient Boosting 
(GB).Decision trees have the advantage of not being confused 
by incomplete information. They are capable of processing both 
conventional and unusual data, and they make conclusions 

quite quickly. Decision trees are particularly good at making 

quick judgements in the near term when compared to other 
computer learning methods. 

 

6.NAVIE BAYES: 

One of the main tools we used in our project to forecast 
water quality was the Naive Bayes algorithm. Naive Bayes is 
a straightforward but effective machine learning technique 
that is frequently used for classification problems, such as 
water quality prediction. Because it operates under the 
tenets of the Bayes theorem and presumes that the features 
are independent of one another, it is also referred to as 
"naive."Naive Bayes' efficiency and speed are among its key 
benefits, which make it especially well-suited for big 
datasets. It is reasonably resilient to noisy data and works 
well even with little training data. Naive Bayes was used in 
the context of our project to evaluate a variety of water 
quality metrics and categorise water samples into distinct 
quality groups. Our model successfully predicted the water 
quality based on the input features by utilising Naive Bayes. 
It was a great help to our study because of its ease of use 
and computational efficiency, which allowed it to produce 
accurate forecasts with no computational overhead. In our 
water quality prediction study, the Naive Bayes algorithm 
was essential to the model's ability to correctly determine 
the quality of the water samples.  
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7.LOGISTIC REGRESSION: 

One of the most important analytical tools we used in our 
water quality forecast study was the Logistic Regression 
technique. In actuality, logistic regression is employed for 
classification problems as opposed to regression, as its name 
would imply. It functions by calculating the likelihood that a 
specific input is a member of a certain class.The 
interpretability of logistic regression is one of its main 
advantages. Each input feature's coefficient is provided by 
the algorithm, enabling us to comprehend how each feature 
affects the anticipated result. Because of this openness, it is 
simpler to evaluate the findings and comprehend the 
variables affecting the quality of the water. In our project, 
numerous water quality characteristics were analysed and 
water samples were classified into different quality 
categories using logistic regression. We were able to 
develop a predictive model that could categorise new water 
samples according to their attributes by training the model 
on historical data with established water quality labels. In 
our study, logistic regression proved to be a useful tool due 
to its simplicity and applicability. Even though it is 
straightforward, Logistic Regression frequently works 
effectively in practice, particularly when there is a roughly 
linear relationship between the input data and the result. To 
summarise, the utilisation of Logistic Regression proved to 
be a dependable and comprehensible approach in our 
project's water quality prediction. It yielded significant 
insights into the variables that impact water quality and 
facilitated precise classification of water samples. 

 

6. RESULTS AND OBSERVATION:Our findings show that 

when it comes to predicting water quality metrics, the 
Random Forest method routinely performs better than 
alternative ML systems. The Random Forest model 
outperformed the others in terms of accuracy and precision, 
scoring higher on a number of assessment parameters. On 
the other hand, the accuracy levels of Decision Trees and 
Support Vector Regression were somewhat lower. Because 
the Random Forest algorithm can manage the intricate, non-
linear correlations seen in water quality data, it performs 
better than other algorithms. Through the use of an 
ensemble of decision trees, Random Forest is able to more 
accurately anticipate outcomes by capturing the 
interactions between different characteristics. Large-scale 
water quality prediction tasks are a good fit for Random 
Forest because of its efficiency and scalability. 

 

 

 

S.NO ALGORITHM NAME ACCURACY 

1. Random Forest 
0.91 

2. Svm 
0.88 

3.  AdaBoost 
0.86 

4. Logistic Regression 
0.85 

5. Knn 
0.82 

6. Navie Bayes 
0.79 

7. Decision Tree 
0.78 

 

7.CONCLUSION: 

Water is one of the most vital resources for life; its potability affects 
its quality. In the past, evaluating the quality of water necessitated 
an expensive and lengthy laboratory investigation. This study 
investigated a different machine learning technique that uses a 
limited number of basic water quality variables to predict water 
quality. A collection of exemplary supervised machine learning 
methods was employed for estimation. Before the water was made 
available for consumption, it would identify low-quality water and 
alert the relevant authorities. Hopefully, fewer people will drink 
poor quality water, which will lessen the risk of illnesses like 
diarrhoea and typhoid. In this instance, future capacities to support 
policy and decision makers would arise from employing a 

prescriptive analysis based on projected values. 
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