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ABSTRACT: - 

Scheduling and resource provisioning are two tactics that require the ability to predict how workflow processes 

will respond to changes in input data. However, it is difficult to generate such approximations in the cloud. 

This research proposes a novel two-stage machine learning approach for predicting the execution time of cloud 

workflow tasks for various input data. To provide high accuracy forecasts, our method relies on two stages of 

prediction and parameters providing runtime information. Our method outperforms current prediction 

methods, as demonstrated by empirical results for four real-world workflow applications and a variety of 

commercial cloud providers. Comparatively, prior methods produced estimation errors of greater than 20% 

(and often greater than 50%) in more than 75% of the workflow tasks that were looked at. In our experiments, 

our technique yields 1.6% estimate errors in the best-case scenario and 12.2% estimation errors in the worst 

situation. We also show that the models predicted by our method for a certain cloud can be reliably and readily 

transferred to other clouds with a few numbers of executions. 

Keywords—: Performance Prediction, Workflow Execution, Task Distribution 

I. Introduction 

For scientific applications, pay-per-use, changeable resource quantity, and quick resource delivery are 

advantages of the cloud computing paradigm. Nowadays, a lot of scientists develop cloud-based applications 

using scientific methodologies. A significant amount of workflow applications might consist of workflow 

tasks, which can involve complex simulations, legacy programs, data analysis, computational techniques, and 

even smaller subprocesses. The fact that these elements depend on data and control flow connects them. In 

technical terms, a workflow can be represented as a directed graph, which is typically a directed acyclic graph, 

with tasks represented at the edges and dependencies on other activities or data indicated at the centers. 

Processing scientific workflow applications on cloud infrastructures can be expensive and time-consuming at 

times. Scientific processes require effective optimization of resources, costs, and runtime. Numerous strategies 

can be used to accomplish these goals, the most important being resource-provisioning, which establishes the 

kind and quantity of resources required, and scheduling, which specifies the resource where each workflow 

activity is to be finished. Most people on the earth are aware of frauds since credit card scams in particular 

have been in the news for the past few years. Due to the fact that there will be more legitimate transactions 

than illegal ones, the credit card dataset is highly biased. Despite some on-card transactions becoming safer as 

a result of banks switching to EMV cards—smart cards that store data on integrated circuits rather than 

magnetic stripes—the rates of card-not-present fraud have not decreased. As chip card security has increased, 

criminals' attention has shifted to CNP transactions, according to a 2017 [10] US Payments Forum report. In 

this study, we provide a novel approach for forecasting workflow task execution times using different input 
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data. We represent these execution durations as functions that are dependent on cloud properties and workflow 

inputs. 

These models are based on previous cloud workflow runs and are built using regression techniques. The 

characteristics of the kind of virtual machine (VM) used to carry out the operation are explained by cloud 

features. Additionally, we gather runtime data for various cloud configurations because virtual machines 

(VMs) may be launched on various physical servers, leading to variations in their execution durations. Our 

method estimates the time needed for a task to be completed on a certain virtual machine (VM) using two 

stages of predictions. It takes into account the VM type1, the cloud provider, and the input data for the 

workflow task before executing the workflow job. Our method first sets the runtime parameters for that 

execution. If the job has already been completed, these parameters can be accessible as historical data. If not, 

a regression approach based on the VM type and workflow input data will be used to estimate the runtime 

parameters. In the second step, the input from the first stage's results, the workflow input data, and the virtual 

machine information are utilized to anticipate the task's execution time using a final regression method. 

Regression is one of the machine learning (ML) approaches that are examined in this study. More specifically, 

we choose a range of machine learning techniques that have been researched for performance prediction in 

pertinent research. Regression trees, neural networks, bagging with regression trees, and linear regression are 

all included in this set. We also look at the application of random forest [3], an additional regression method 

whose accuracy has outperformed all others in a number of domains. As far as we are aware, workflow task 

predictions have not been applied to random forest. The results of our experiments demonstrate that our two-

step approach works better than the most advanced prediction methods, which use only one stage to estimate 

the time needed to complete the task. Furthermore, our system produces prediction errors between 1.6% and 

12.2% when combined with random forest, whereas the majority of the jobs across a range of workflow 

applications that have been evaluated by existing methods produce mistakes greater than 20%. 

II. Related Work 

In order to guarantee optimal use of the resources that are available while minimizing energy consumption and 

fulfilling service level agreements, the study [1] emphasizes the significance of resource allocation in cloud 

computing environments. This paper presents many approaches to resource allocation, including as load 

balancing, virtual machine migration, and priority-based allocation. The writers also cover the difficulties in 

allocating resources in cloud computing, including the necessity to strike a balance between energy usage and 

performance, the variability of resources, and the dynamic nature of workloads. The resource allocation 

algorithms in use today are frequently rigid and unable to change to accommodate shifting user demands and 

workloads. In order to efficiently manage resources, they suggest a priority-based dynamic resource allocation 

strategy that takes into account both the jobs' priorities and the resources at hand. Three stages comprise the 

approach: resource allocation, resource monitoring and optimization, and priority-based job scheduling.[1]  

Afzal S and Kavitha G's study [2] offers a thorough analysis of load balancing strategies used in cloud 

computing. In cloud computing, load balancing techniques such as global load balancing, DNS-based load 

balancing, network load balancing, application load balancing, virtual machine load balancing, and container 

load balancing are all included in the author's proposed hierarchical taxonomical taxonomy. The essay detailing 

the benefits and drawbacks of each. While DNS-based load balancing divides traffic across several servers 

using a DNS server, global load balancing routes user requests to the closest data center, ensuring reduced 

latency and an enhanced user experience. While application load balancing distributes traffic according to 

certain application needs such user location or protocol, network load balancing makes use of specialized 

hardware devices like load balancers or switches. The distribution of workload among several virtual machines 

or containers is the basis of both virtual machine load balancing and container load balancing. The authors 

shed light on the importance of load balancing in cloud computing, pointing out that it increases performance, 

decreases downtime, and optimizes resource usage. They also go over the difficulties with fault tolerance, 

security, and scalability that come with load balancing in cloud computing.[2]  
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A mathematical model is proposed in the publication [3] with the goal of optimizing the workload allocation 

over several servers in a cloud context. The authors then go over their suggested mathematical model, which 

optimizes the load balancing process by taking into account the variables of processing time, communication 

time, and migration time. The suggested model minimizes the makes pan, which is the amount of time needed 

to finish all of the jobs in the cloud, by using an optimization approach based on the particle swarm optimization 

(PSO) technique. The authors give a thorough examination of their suggested strategy and contrast it with 

tried-and-true load balancing methods like least-connection and round-robin algorithms. The findings 

demonstrate that the suggested strategy performs better in terms of pan and resource utilization than the current 

methods. The author emphasizes the importance of load balancing in cloud computing and the necessity for 

more study to improve the procedure. The suggested method can be applied to improve the functionality of 

cloud-based services and apps, and it represents a significant advancement in the field of cloud computing.[3]  

A dynamic load balancing technique that distributes the workload among virtual machines in cloud computing 

is presented in the study [4]. A novel approach is put forth by authors Kumar M. and Sharma S. with the 

intention of increasing resource efficiency, decreasing reaction times, and improving cloud-based application 

performance as a whole. The authors next go over their suggested dynamic load balancing algorithm, which 

divides resources among virtual machines based on thresholds. The suggested algorithm determines a threshold 

value for every virtual machine by taking into account variables like CPU, RAM, and network bandwidth. The 

program dynamically distributes the resources to other virtual machines with lower utilization rates if the 

utilization beyond the threshold value. In addition to contrasting, it with other load balancing strategies 

including least-connection methods, weighted round-robin, and round-robin, the authors offer a thorough 

analysis of their suggested algorithm. The outcomes demonstrate that the suggested algorithm performs better 

than current methods in terms of resource usage and response time.[4] 

Senthamarai N, the author, suggests a novel method for predicting workload and enhancing cloud resource 

consumption that makes use of machine learning techniques. The suggested migration prediction method, 

which employs machine learning algorithms to evaluate past data and forecast future workload patterns, is then 

presented by the author. The suggested method makes use of a variety of machine learning methods, including 

support vector machines, decision trees, and neural networks, to evaluate past data and forecast workload 

trends in the future. In order to anticipate the workload, the method takes into account variables like CPU and 

memory use as well as network bandwidth. The suggested method is contrasted with other workload balancing 

strategies currently in use, including least connection methods, weighted round robin, and round robin. The 

outcomes demonstrate that, in terms of response time and resource usage, the suggested strategy performs 

better than current methods.[5]. 

A genetic algorithm-based method for allocating virtual machines (VMs) in cloud systems is presented in the 

work [6]. According to the authors, existing allocation policies frequently overlook interference, which can 

result in performance degradation and inefficient use of resources. The writers go over a number of strategies 

that have been put out in the literature to handle interference in virtual machine allocation, including load 

balancing, dynamic allocation, and optimization-based strategies. The study suggests a genetic algorithm-

based strategy known as IAGA, which modifies the fitness function the genetic algorithm uses to include 

interference metrics.[6] 

In a cloud computing setting, the authors Jena UK, P.K. the B, and M.R. Kabat offer a load balancing technique. 

In cloud computing environments, the authors contend that load balancing is essential for achieving optimal 

resource usage and enhancing system performance. The authors draw attention to the shortcomings of current 

methods, including: B. Cannot handle dynamic workloads and necessitates previous understanding of the 

workload. This work suggests a hybrid meta-heuristic His algorithm that combines particle swarm and ant 

colony optimization to get over these drawbacks. The suggested approach seeks to effectively and dynamically 

distribute VM load. The suggested hybrid metaheuristic algorithm presents a viable way to deal with the 

difficulties brought on by fluctuating workloads. [7] 
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III. Proposed System 

The background information required to describe our process is provided in this section. In order to anticipate 

the execution duration of a workflow activity, we first give some background knowledge on machine learning. 

We then discuss the basic concepts underlying cloud computing platforms. In conclusion, we outline the four 

scientific processes that we employed in our research and provide a detailed explanation of one workflow 

application. Generally speaking, machine learning (ML) methods determine the connection between a 

collection of input data and an output. Usually, this link is discovered by looking at a collection of data whose 

input and output values are known. In the area of machine learning, this set of data is frequently referred to as 

a training set, or simply training data.  

Cloud-Based Software 

Cloud computing is a technology that allows users to access and use computing resources (such as servers, 

storage, databases, networking, software, analytics, and intelligence) over the internet (the cloud) as opposed 

to relying on local servers or personal computers to handle their applications and data. 

The following are some of the main features of cloud computing: 

On-Demand Self-Service: Users can provision and manage computer resources as needed without the help of 

a service provider's human staff. 

Broad Network Access: Cloud services are available over the network and may be accessed using standard 

protocols, which encourages the usage of a variety of client devices (e.g., computers, cellphones, tablets). 

Resource pooling: This technique enables resources to be pooled to serve numerous clients by dynamically 

assigning and reassigning different physical and virtual resources based on demand. Customers are typically 

not in charge of or aware of the exact placement of the resources. 

Rapid Elasticity: Resources can be released fast to reduce in size as well as provisioned swiftly and elastically 

to scale up and down. This makes it possible to adjust to varying workloads. 

Measured Service: Cloud systems can automatically control and optimize resource usage by leveraging a 

metering feature at some abstraction level. Monitoring, controlling, and reporting on resource utilization leads 

to transparency for both the consumer and the provider.

 

Figure 1 Proposed System 
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Deep learning, a branch of artificial intelligence, is similar to the human brain in that both are made up of many 

layers of neurons. The network as it is presently consisting of an input layer, an output layer, and one or more 

hidden layers. As the network attempts to learn from the data that is fed into it, predictions are produced. 

The operation of a computer system with many moving parts that are prone to modification and adaptation 

over time is depicted in the accompanying diagram. These parts—referred to as virtual computers—are a part 

of the cloud, which is a larger system. 

Log: The program log keeps track of how much time the CPU and input/output (IO) of a computer are utilized. 

This data is saved for public viewing in a shared folder. 

Dump: When virtual machines are transferred from one computer to another, a copy of their memory is stored 

in an accessible folder. 

Conf: The system's ability to function depends on the files in this folder. 

Private: Only the virtual machine has access to the files in this folder, including its own hard drive. The ANN 

is the most fundamental kind of neural network.  

The ANN simply consists of several neural layers to be utilized for prognosis; it has no unique structure. 

1. In the first step, input units—data with weights attached—are passed to the hidden layer. It could have 

multiple hidden layers. 

2. Every hidden layer is composed of neurons. Every input is connected to every neuron. 

3. After the inputs are transferred, the hidden layer does all of the calculations. There are two stages to the 

computation of hidden layers. First, the weights allocated to the inputs are multiplied. Each variable has a 

gradient or coefficient that is matched to its weight. It illustrates the strength of a certain stimulus. After weights 

are assigned, a bias variable is added.  

Bias guarantees that the model is both viable and matches the data. 

z1 = w1 × In1 + w2 × In2 + w3 × In3 + w4 × In4 + w5 × In5 + b……… (2)  

Weights are assigned to inputs In1, In2, In3, In4, and In5, and the bias is denoted by b. In the next phase, the 

activation function is applied to linear equation Z1. The activation function is a nonlinear modification that 

information goes through before it is transferred to the next layer of neurons. For the model to be nonlinear, 

the activation function is essential. 

4. Every hidden layer follows the entire process described in the third phase. After going through each hidden 

layer, the system advances to the top layer, which is called the output layer and produces the final output. The 

process described above is called forwarding or propagation. 

5. After obtaining forecasts from the output layer, the error—that is, the difference between the actual and 

expected output—is determined. 
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Conclusion 

The paper recommends adopting the SSUR technique to maximize virtual machine allocation in cloud data 

centers while accounting for service response time, energy consumption, and resource utilization based on user 

needs. The results of the experiment show that by better balancing user demands and resource utilization in the 

data center, the recommended strategy performs better than traditional methods. Additionally, by reducing 

energy consumption and carbon emissions in cloud data centers, the SSUR approach can improve sustainability 

and efficiency. This study concludes with a possible strategy for meeting customer expectations while 

improving the efficiency and sustainability of cloud data centers. 
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