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Abstract :The advent of cloud computing and Infrastructure-as-Code enabled with open-source technologies like Docker
has revolutionized the world of software development. Still, the human-centric aspect of Docker development is
understudied. In this work, we investigated the experiences and difficulties of developers as they compose Dockerfiles and
docker-compose.yml files. By conducting an online survey among 68 graduate students and 120 professional developers, we
learned that most of the developers consider Dockerfile composition as time-consuming with a higher burden for beginners.
Solutions to problems are often by tweaking and testing, and many developers do not use supportive tools. These findings
urge for consideration of human factors in Docker development and manifest potential directions for improving supportive
tools. Fathoming developer perspectives may result in a more seamless user adoption and utilization of containerization
technologies in software development.
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. INTRODUCTION

The scene of program advancement has been revolutionarily modified amid later a long time due to the expansion of
containerization innovations, counting Docker, LXC, and Kubernetes. These advances drop beneath the scope of Foundation as
Code and have started to shape hones of advanced advancement as the dominance of cloud computing has expanded and
collaboration between improvement and operations groups was considered significant. Docker, as one of these advances, has
overseen to set up itself as the standard of containerization and advanced a unused worldview by intensely affecting the concept of
virtualization with a more lightweight and dexterous elective of a containerized environment. The center include that characterizes
Docker is the utilization of domain-specific dialects for characterizing an environment encapsuled inside a holder. This gives a
entire modern meaning to virtualization, turning the prepare much more light and effective. And what is most imperative, Docker
empowers extraordinary dialects to characterize these holders, conveying an fabulous opportunity to make, convey, and oversee
applications all through differing situations. Which is truly huge since it gives the makers a chance to squander less time on
compatibility issues and offer assistance create cool things. In any case, in spite of the ubiquity of Docker and the accessibility of
numerous apparatuses that offer assistance with all infrastructure-related stuff, there is small observational prove as to how these
apparatuses offer assistance. And that is the major objective of our think about. We in fact need to discover out how program experts
utilize Docker and its mate, Docker-Compose.

Il. RELATED WORK

In this ocean we embark on a journey into the uncharted territories of ship stories and their musicians, where empirical studies
are still scarce, and solutions to developmental challenges are few Together we explore some projects that it’s wonderfully
illuminating on these issues, and we take a much broader approach to examining them. Guerriero et al. [8] conducted survey
interviews with 44 practitioners, revealing both effective and conflicting practices in infrastructure-as-code (1aC) specification and
found a lack of resources for continuous quality improvement, a testing and understanding which often leads to difficulties. Dalla
Palma and others. [13] introduced 46 metrics to assess the quality of 1aC specifications, suggesting future empirical research to
validate these metrics. opportunities and so on. [14] analyzed Stack Overflow data, revealed the most common Docker-related
questions clustered around application development, configuration, and debugging, and revealed areas of struggle for developers Sito
and others. [15] analyzed Dockerfiles from GitHub, revealed common quality issues such as build errors and insufficient definitions,
and identified a plethora of challenges in Dockerfile development Rahman and others. [16] analyzed 1aC texts in organizations,
identified syntax and design errors, and highlighted common pitfalls in 1aC development, despite repeated contradictory models
Ibrahim [19] analyzed the implementation of Docker-Compose, revealing that it is not very efficient in its implementation, many
projects did not use the advanced features properly. Collectively, these studies highlight the need to examine technical challenges in
container orchestration specification development, providing valuable insights into uncharted territories.

I1l. GOALS OF THE STUDY

We recommend that developers often take a cyclical path of trial and error when setting up a Docker environment. This includes
modifying Dockerfiles and other specifications, building them into images, adding containers, and troubleshooting when things
don’t go as planned. The process is repetitive, with developers frequently revisiting and revising specifics. Similarly, there are
research efforts to configure multiple containers with tools like docker-compose. Therefore, we believe that there is a need to
improve the effectiveness of these development activities.

JETIR2404A11 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org \ k60


http://www.jetir.org/

© 2024 JETIR April 2024, Volume 11, Issue 4 www.jetir.org(ISSN-2349-5162)

The goal of our survey is to unpack the complexities of identifying Docker containers and orchestras, shedding light on the most
challenging aspects. We try to understand time-consuming projects and reveal the practical challenges faced by practitioners.
Additionally, we aim to identify the tools and techniques developers use to find common and effective issues.

We pose three main research questions:

1. What activities are particularly time-consuming, identifying areas ripe for performance improvement?

2. What strategies do manufacturers use to troubleshoot and resolve problems while providing insights into potential support
improvements or alternatives?

3. How do supporting software tools contribute to the development process, highlight gaps in platform support, and inform future
tooling needs?

IV. METHODLOGY

We reached out to software engineers who had some familiarity with Docker technology through an online poll.We were able to
collect data from a large number of developers through the survey, something that would be challenging to achieve with other
exploratory research techniques like interviews, which demand a significant time commitment from the researchers. The Molléri et
al. [22] checklist served as a reference and evaluation tool for the survey's design, implementation, and reporting.

A.Sampling and Recruitment process:

We searched forums and groups related to programming, DevOps, Docker, and general programming to get replies from
developers who were familiar with Docker technology. Although practical, this method could have encouraged respondents to
distribute the survey to others, which could have resulted in referral-chain sampling. We promoted the poll on a number of
platforms, including Slack, Discord, Reddit, LinkedIn, Twitter, Facebook, and at the XP conference—a gathering that is well-
liked by experts in Agile Software Development—in order to guarantee diversity. 120 answers came from these attempts. After
gathering background data on the participants, we concentrated on evaluating replies related to Dockerfiles and docker-
compose.yml files, limited to those who had prior expertise with these file formats. This yielded 119 and 107 useful responses,
respectively. We gave early access to survey findings and a short film outlining the importance of the study as incentives for
participation.

[Container work

E as expected]
—" Write Dockerfile }— Build Image — Instantiate k
container
[Container

doesn’t work
as expected]

Identify causes

Figl: Motivational example of a workflow when developing a Dockerfile.

B.INSTRUMENT DESIGN

The online form used to create the questionnaire was optimized to allow for a maximum response time of five minutes. In order to
ensure objectivity and specificity, questions were carefully crafted and mostly used closed-ended forms such as five-point Likert
scales or numerical inputs [24]. Open-ended inquiries were sporadically used to capture unanticipated problems or strategies.

It was divided into four primary elements: participant characterisation, identification of existing challenges, identification of current
methods, and utilization of supplementary tools. Each of these areas was directly related to the study objectives presented in Section
I11.Two researchers with experience in Docker technologies piloted the poll before it was sent to professional developers in order
to find any possible usability problems or ambiguities in the questions. The questionnaire's original and updated versions are both
freely accessible to the public under a CC.

C. RESEARCH VARIABLES

In order to statistically investigate developer views on the amount of time spent on various development tasks, we in our study
analyzed answers to closed-ended questions. We are able to obtain insights into how challenges and techniques differ with
competence by segmenting the data according to the years of experience developers have with Docker and Docker-Compose. Years
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of Docker technology experience are the independent factors. In order to address our main research issue, we want to determine
which tasks take the most time. We also investigate open-ended topics to find new approaches and resources that developers employ
to solve problems. These replies offer insights on problem-solving strategies and the tools developers use while developing new
software, which aids in addressing secondary research issues.

V. DATA HANDLING

We managed the data by using Google Forms for the questionnaire; the answers were kept in a spreadsheet that the researchers
could view. Names and other personal information were not required of responders, but if they wanted further research specifics,
they may give their email addresses. We used the email addresses only to notify responders of research findings, completely
according to data protection requirements. To ensure openness and support future study, we have also made the dataset and analytic

scripts accessible as part of a replication package.
VI.ANALYSIS OF THE RESULT

A. PRELIMINARY RESULTS WITH STUDENTS.

We tested the study in advance using University of Porto graduate students pursuing an MSc in Informatics and Computing
Engineering. 68 people responded to this round, most of them were novices with little knowledge of Dockerfile standards.
According to preliminary results, just 4.4% of respondents said they used supplementary tools when working with Docker-
Compose, however a sizable chunk of respondents (54%), spent a lot of effort figuring out why their Docker containers did not
operate as planned. We were able to obtain important information for our research topics thanks to this early stage, which also
allowed us prepare for the main study with specialists and improve our questionnaire.

B.PROFESSIONALEXPERIENCE

We administered three questions twice, once for Dockerfiles and once for docker-compose.yml files, in order to gauge the
participants' professional knowledge with Dockerfile and docker-compose.yml development. The following inquiries reflected the
independent variables in our analysis (see Section IV-C):

1.How much experience (in years) do you have working on projects that had a [Dockerfile/docker-compose.yml file]?

2.How much experience (in years) do you have working on projects where you have used [Dockerfiles/docker-compose.yml files]
created by others (colleagues or third parties)?

3.How much experience (in years) do you have workingon projects where you created/updated a[Dockerfile/docker-
compose.ymlfile]?

C.TIME-CONSUMING ACTIVITIES IN Dockerfile DEVELOPMENT

The creation of Dockerfiles entails a number of tasks, each of which developers estimate to take varying amounts of time. There
are several hurdles associated with these tasks, ranging from diagnosing container misbehavior to reading Docker documentation.
Finding system dependencies, verifying container operation, deciphering container misbehavior, and rebuilding containers
following changes are among the tasks that respondents to our poll said took the longest. It's interesting to note that less experienced
developers often find most tasks to take longer than their more experienced peers. Not all tasks, nevertheless, exhibit appreciable
progress with practice. Even with increasing experience, tasks like determining system dependencies, verifying the functioning of
containers, and recreating containers are still viewed as time-consuming.These observations assist in answering our initial study
question by highlighting common problems and directions for future Dockerfile development. improvements to the tasks involved
in troubleshooting malfunctioning

D.TIME-CONSUMING ACTIVITIES IN docker-compose.yml DEVELOPMENT

The study examined laborious tasks in the construction of Docker-compose.yml from the standpoints of writing and reading.
Reading documentation, determining required keys and images, troubleshooting services, establishing properties, dependencies,
volumes, networks, configurations, and secrets are some examples of writing-related duties. Understanding services, dependencies,
volumes, and networks is necessary for reading activities. Overall, the results showed a neutral opinion, with a little lean towards
agreement on tasks linked to debugging. Most jobs were viewed as taking less time by experienced developers than by novice ones.
Debugging, documentation, and setup activities were particularly time-consuming for novice engineers. Tests of statistical
significance verified notable variations according to expertise levels. Overall, setting and debugging tasks proved more difficult for
less experienced engineers, indicating that these areas may use significant improvement. This is consistent with the knowledge that
beginners frequently depend on trial-and-error techniques.

E. APPROACHES FOR DIAGNOSING AND CORRECTING PROBLEMS

Regarding Dockerfiles and Docker-Compose, the poll found no discernible differences in the approaches taken by seasoned
engineers and less experienced developers to solve problems. Trial and error, web research, and manual command execution within
containers were common methods for handling Dockerfiles. A few embraced organized approaches like as end-to-end testing and
continuous integration. Respondents used comparable strategies for Docker-Compose, such as looking at output logs and running
commands within containers. A few employed methodical techniques such as service isolation and dependency testing. These
methods often need stepping outside of the writing context in order to obtain feedback, indicating possible advantages of techniques
that allow feedback to be collected in the same setting without interfering with the process of creating specifications.
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F. ANCILLARY SOFTWARE TOOLS

Regarding the use of tools or plugins other than general-purpose IDEs for developing Dockerfiles and docker-compose.yml,
participants were questioned. It's interesting to note that replies from experienced and novice developers were comparable,
suggesting that expertise levels had no effect on tool adoption. Most said they didn't use any auxiliary tools (78% for Dockerfiles,
83% for docker-compose.yml files). Those that did cited linters, syntax highlighters, and tools for managing containers and local
images. These results imply that current technologies, which provide fundamental functions based on static analysis, are underused.
There is a need for more advanced tools since specification creation is seen to be time-consuming, particularly for Dockerfiles. But
in order to address this demand, technologies might need to go beyond static analysis's constraints.

VILLIMITATIONSAND THREATS TO VALIDITY

1. Design of Questionnaire: Online surveys work well for simple inquiries, but they might not allow for thorough explanations.
We included open-ended questions to address this, allowing for more in-depth answers without overwhelming participants.

2. Questionnaire Clarity: Measures were taken to guarantee the questionnaire's clarity, including testing it on researchers and
students. Even yet, a tiny percentage of the sample said that they were confused by some of the questions.

3. Response Integrity: Respondents may provide false information or provide the same answer more than once. The majority of
replies are thought to be sincere, even though no incentives were provided, therefore this hazard cannot entirely be eradicated.

4. Evaluating Developer Experience: Relying only on years of experience may not adequately represent skill. Nonetheless, reliable
associations between experience-relatedinquiries and others point to a mostly accurate conclusion.

5. The Sample's Representativeness: Although a wide range of people could participate in the online survey, it could not accurately
reflect all developers. Therefore, while broad findings probably represent the state of practice today, precise point estimates might
not be entirely representative.

6. Extension to Additional laCPlatforms:Because of the emphasis on Docker and Docker-Compose, the findings are not as broadly
applicable to other Infrastructure as Code (1aC) systems. Docker-Compose is less common for large-scale deployments than Docker,
even though Docker is extensively utilized, which might restrict the applicability of conclusions about docker-compose.yml files.

VIII. CONCLUSION

With an emphasis on Docker and Docker-Compose, the study described in this article attempts to provide light on the evolution of
container and orchestration specifications. By covering particular uses of these technologies, it enhances earlier Infrastructure as
Code (1aC) interviews. Our research reveals difficult parts of developing Dockerfiles; developers believe that debugging and
dependency discovery take a lot of effort. Likewise, debugging becomes an issue while developing Docker-Compose, particularly
for novice engineers. It's interesting to note that very few engineers integrate supplementary tools into their process. Subsequent
studies could explore these results in greater detail using usability assessments and suggest innovative methods or settings to
optimize the development process. These might make use of ideas like liveness and live software development, as well as model-
driven engineering and visual programming, to help developers.
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