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Abstract:Weather forecasting is the most important thing for observing the atmosphere observations by location and time. 

Regression techniques are a mainstay of information and have been chosenfornumericalmachine-learning concepts. This may be 

perplexing because we can use regression to refer to the class of problem and algorithm. This paper provides temperature predictions 

in weather forecasting from time to time using regression-based techniques. We have to use four techniques Ordinary Least Squares 

Regression, Logistic Regression, Multivariate Adaptive Regression Splines, and Locally Estimated Scatterplot Smoothing. We focus 

on the mean square error rate of each technique. Different types of metrics are tested in this research. Low MSE is indicated for 

better weather forecasting results. The statistical results consider the lowerMSE rateas optimal. 
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I. INTRODUCTION 

Weather forecasting is most important scientific technique to predict the status of atmosphere at certain time and locations. In past 

days weather forecasting carried out by manually alters barometric pressure and current weather conditions.But now it measures on 

computer-based models that consider many factors for predict [1].The researchers connect linear relationship between input attribute 

to corresponding target attribute.  This procedure is different in non linear prediction of the weather with multiple attribute relations. 

Weather forecasting make by gathering quantitative data about the present status and past trend of the atmosphere by using 

technology to predict the conditions of atmosphere analysis.Weather conditions most important for farmers, business and normal 

public for protection of life and properties [2].Actually, machine learning based weather forecasting started from 2018. Initially 

creating medium range weather forecasting for machine learning. For benchmark problems machine learning play key role in many 

research areas. Due to this accessibility researchers work on wide variety of backgrounds [3]. 

 

Machine learning based weather forecasting is an initial technology for predict the weather conditions in high quality [4]. These 

machine learning models take less time and resources in single attempt. Machine learning based techniques heavily used for weather 

forecasting throughout the world [6]. The procedure train and validation of the data continuously generate the accurate results for 
weather conditions. Quality forecasting is most important for daily life of public [7]. 

 

 

Figure 1: system in operational methodology [5] 
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The figure 1 shows the system for weather forecasting analysis of data from outside environment. Different fields connected 

with weather forecasting for successfully execute their work in proper time without any loss. 

The following paper discuss the proposed method and architecture in section 2. Section 3 state the results and analysis. Final 
section concludes the paper. 

 

II. PROPOSED METHODS AND ARCHITECTURE 

 

Regression techniques are a mainstay of information and have been chosen into numerical machine learning concepts. This may be 

perplexing because we can use regression to refer to the class of problem and algorithm [8]. This paper provides the temperature 

predictions in weather forecasting time to time using regression-based techniques. We have to use four techniques like Ordinary 

Least Squares Regression, Logistic Regression, Multivariate Adaptive Regression Splines and Locally Estimated Scatterplot 

Smoothing. We focus on mean square error rate of each technique.The following figure 2 is a proposed architecture of our 
research. Different phases included in this architecture for weather forecasting.  

1. Environment (outside world) 

2. Weather sensors (perceive the information for environment) 

3. Model Implementation (suitable model prepare based on algorithms) 

4. Classification (classify the data based on certain conditions) 

5. Weather conditions (predict the results) 

 

 

 

 

 

 

 

Figure 2: block diagram of proposed system[9] 

 

III. RESULTS AND ANALYSIS 

The statistical results generated using python programming environment with Jupiter notebook tool. Different 

types of regression techniques used for predicting the result of weather conditions. 
3.1 Dataset description 

Upload the datasetinto system for next preparation of data for classification. It consists of six attributes and 

1461 records. 
Table 1: Dataset [10] 

 

 

 

Weather Conditions Classification 

Environment Weather Sensors 
Model 

Implementation 
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3.2 Data Preprocessing 

Data preprocessing is a procedure of making the pure data from given raw data. Prepare data for suitable machine learning models. It 
is the initial and vital step while generating a machine learning model [11]. 

3.3 Data Visualization 

The following figures 3 and 4 shows the data visualization of temperature in minimum and maximum. [12] 

 

Figure 3:graph for data visualization in maximum temperature 

 

 

Figure 4:graph for data visualization in minimum temperature 

The following figure 5 represents the maximum temperature in each month in each yearfrom 2019 to 2023. 

 

Figure 5:data visualization max temperature in each month in each year 
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The following figure 6 represents the minimum temperature in each month in each year from 2019 to 2023. 

 

Figure 6:data visualization min temperature in each month in each year 

A form of water, such as rain, snow, or sleet, that condenses from the atmosphere, becomes too heavy to remain suspended, and falls 

to the Earth's surface.The following figure 5.6shows the overall precipitation in each month in each yearand 7 shows the 

Precipitation in wind speed in each month in each year [13]. 

 

Figure 7: Precipitation in each month in each year 

 

 

 

Figure 8: Precipitation in each month in each year (wind speed) 

The following figure 8shows thedata visualization of different weather conditions like fog, snow, rain, sun and dazzle. Figure 9shows 

thedata visualizationfor distribution of weather types in percentage. 
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Figure 9:data visualization of different weather conditions 

 

Figure 10:data visualization of different weather conditions 

3.4 Regressor Analysis of dataset 

Regression analysis is a set of numerical methods used for the assessment of associations between a dependent variable and 

independent variables. 
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3.5 Ordinary Least Squares Regression (OLSR) 

This method OLSR generate the MSE is 1.07, MAE is 0.83, MSLE is 0.24, maximum error is 3.28, median absolute error is 0.67 and 

huber loss is 0.44. 

 

 

 

Figure 11:OLSR results for actual vs target values 

3.6 Logistic Regression 

This method Logistic regression generate the MSE is 1.39, MAE is 0.45, MSLE is 0.16, maximum error is 4, median absolute error is 
0.0 and huber loss is 0.37. 
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Figure 12:Logistic Regression results for actual vs target values 

3.7 Multivariate Adaptive Regression Splines (MARS) 

This method MARS generate the MSE is 1.99, MAE is 0.75, MSLE is 0.12, maximum error is 3.27, median absolute error is 0.60 
and huber loss is 0.39. 
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Figure 13:MARS results for actual vs target values 

3.8 Locally Estimated Scatterplot Smoothing (LOESS) 

This method LOESSgenerates the MSE is 1.26, MAE is 0.97, MSLE is 0.13, R squared is 0.11,Variance 0.11, Maximum error is 
3.01, Median absolute error is 0.94 and Huber loss is 0.54. 

 

 

Figure 14:LOESS results for actual vs target values 

IV. COMPARATIVE STUDY 

The following table 2demonstrations the comparative study of dissimilar values of four models for detect the finest model for 

weather temperature prediction.  

4.1 Metrics for Error Rate 

4.1.1Mean square error 

It is calculated by taking the average, specifically the mean, of errors squared from data as it relates to a function. Among four 
models MARS and OLSR get less MSE values. Less value prefers in MSE context for good accuracy. 

4.1.2 MeanAbsolute error 

MAE takes the average of absolute errors for a group of predictions and observations as a measurement of the magnitude of errors for 
the entire group. 

 

The MAE is higher than the MSE, which suggests that your model has some small errors that accumulate in the MAE. Less than 5% 

is most acceptable MAE in research. 

 

Four models get less than 1 MAE. It shows considered all models. Among four models’ logistic regression get less amount of MAE. 

It prefers more than other models.Lower values prefer mostly than higher. In outlier point of view, we prefer MAE than MSE 

because MAE is more relevant to error rate prediction. 

4.1.3 R Squared Value 

R-squared is a statistical measure that represents the goodness of fit of a regression model. The value of R-square lies between 0 to 1. 
All models are accepted in the sense of R squared value. 

4.1.4 Mean Square Logarithmic Error (MSLE) 

It is similar to mean square error metric. It is called the Mean Squared Logarithmic Error. It can also be interpreted as a measure of 

the ratio between the actual and predicted values.Among four models get less MSLE values. Less value prefers in MSLE context 

for good accuracy. 

4.1.5 Variance 
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Variance refers to the changes in the model when using different portions of the training data set. So, it is required to make a balance 

between bias and variance errors. For an accurate prediction of the model, algorithms need a low variance and low bias. Among 
four models Logistic Regression and LOESS preferable in variance context. Because these models predict less values.  

4.1.6 Max Error 

The Max-Error metric is the worst-case error between the predicted value and the true value. Among four models OLSR, MARS and 

LOESS get less error value in max error metric. LOESS more less error value among other two. Logistic regression gets highest 
error value. 

4.1.7 Median Absolute Error 

The Median Absolute Error is the median difference between the observations (true values) and model output (predictions).  Lower 
values are preferable to accurate result. Here Logistic regression model consider for better to generate perfect accuracy. 

4.1.8 Huber Loss 

Huber Loss is a popular loss function used in machine learning for regression tasks. Huber Loss is a hybrid between MSE and MAE 

and is designed to provide the benefits of both loss functions. Huber Loss has the advantage of being less sensitive to outliers than 
MSE while still providing a more balanced approach to evaluating the performance of a regression model compared to MAE. 

Huber loss metric also prefer low value for best model in machine learning. Four models are generatingless than 1 value. Logistic 

regression generates 0.37 less value compares to others. 

Table 1: Comparative analysis of four models 

Name of the 

Regressor 

MSE MAE R 

squared 

Value 

MSLE Variance Max 

Error 

Median 

AE 

Huber 

Loss 

OLSR 1.07 0.83 0.24 0.12 0.24 3.28 0.67 0.44 

Logistic 

Regression 

1.39 0.45 0.02 0.16 0.13 4 0 0.37 

MARS 0.99 0.75 0.30 0.12 0.30 3.27 0.60 0.39 

LOESS 1.26 0.97 0.11 0.13 0.11 3.01 0.94 0.54 

 

In our research used four models in different metrics like MSE,MAE, R Squared value, MSLE, Variance, Median Absolute Error, 

Max Error and Huber loss. Among all metrics most preferable metrics are MSE, MAE, and Huber loss. Among these three 

metricsMAE most preferable for outliers. Logistic regression get 0.45 for MAE value. The is less compare to other models. But 

one thing is remembering all these metrics values based on dataset size, dataset type, training data, test data and pre-processing of 
dataset. 

 

V. CONCLUSION 

Regression techniques are a mainstay of information and have been chosen into numerical machine learning concepts. This may be 

perplexing because we can use regression to refer to the class of problem and algorithm. This paper provides the temperature 

predictions in weather forecasting time to time using regression-based techniques. We have to use four techniques like Ordinary 

Least Squares Regression, Logistic Regression, Multivariate Adaptive Regression Splines and Locally Estimated Scatterplot 

Smoothing. We focus on mean square error rate of each technique. Different types of metrics are test in this research. Low MSE 

is indicate for better weather forecasting results. The statistical results consider the less MSE rate for optimal. 
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