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Abstract : The transportation sector is a major contributor to greenhouse gas emissions. Electric vehicles (EVs) offer a cleaner 

alternative, but widespread adoption hinges on readily available and sustainable charging infrastructure. Grid-connected solar- 

powered EV charging stations (SCEVS) address this challenge by harnessing renewable energy to power EVs. This paper 

explores the concept of SCEVS, examining their benefits, technical considerations, and economic viability. We analyze research 

on solar energy generation, EV charging requirements, and grid integration strategies. The paper concludes that SCEVS offer a 

promising solution for sustainable EV charging, promoting environmental benefits, energy independence, and cost savings. 

However, further research and development are needed to optimize system design, ensure grid stability, and create economic 

models that incentivize widespread adoption. 
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I. INTRODUCTION 

 

 

The increasing global reliance on fossil fuels for transportation has led to a rise in air pollution and greenhouse gas emissions. 

Electric vehicles (EVs) present a compelling solution, offering zero tailpipe emissions and reduced reliance on fossil fuels. 

However, widespread EV adoption requires a robust and sustainable charging infrastructure. Grid-connected solar-powered EV 

charging stations (SCEVS) provide a promising solution. SCEVS utilize solar photovoltaic (PV) panels to generate renewable 

energy, which is then used to charge EVs. The excess solar energy can be fed back into the grid, promoting energy independence 

and grid stability. 

 

II. METHODOLOGY 

Our project methodology begins with thorough research into Electric Vehicles (EVs) and solar power, identifying the 

technical specifications needed for SCEVS. We then design layouts for solar panels and charging stations, ensuring optimal 

efficiency. Cost analysis is crucial, e 

Valuating project expenses and potential savings. We measure the environmental impact, focusing on reducing emissions and 

promoting sustainability. Finally, we implement the plan in phases, closely monitoring progress and performance throughout. 

 

III. MODELING ANALYSIS 

The project involves modeling and analysis to ensure optimal performance of our Grid-Connected Solar-Powered Electric 

Vehicle Charging Stations (SCEVS). We use software tools to simulate solar energy generation, forecast EV charging demands, 

and assess grid integration. This helps us design efficient systems, predict energy output, and plan for peak charging times. 
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Through careful analysis, we aim to maximize energy utilization, optimize system stability, and ensure reliable service for EV 

users. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1: BLOCK DIAGRAM 

 

 

 

IV. RESULT AND DISCUSSION 

4.1 Functional Requirements 
Solar Energy Generation: 

Generate electricity from solar panels to power EV charging. 

Optimize solar panel placement and orientation for maximum efficiency. 

 

Electric Vehicle (EV) Charging: 

Provide multiple charging ports compatible with various EV models. 

Support different charging speeds (e.g., Level 1, Level 2, DC fast charging). 

 

Grid Connection: 

Connect to the local electric grid for supplemental power and grid services. 
Ensure bidirectional capability for energy flow between SCEVS and the grid. 

 

Energy Management: 

Monitor and manage solar energy production and consumption in real-time. 

Implement smart charging algorithms to optimize energy usage and reduce costs. 
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4.2 Performance requirements 

These performance requirements outline the key benchmarks and expectations for a Grid- Connected Solar-Powered 

Electric Vehicle Charging Station, focusing on charging speeds, solar energy efficiency, grid interaction, system response times, 

availability, energy management, user interface, fault recovery, safety, and scalability. 

 

3.1 Population and Sample 

 

 

3.2 Data and Sources of Data 

For this study secondary data has been collected. From the website of KSE the monthly stock prices for the sample firms 

are obtained from Jan 2010 to Dec 2014. And from the website of SBP the data for the macroeconomic variables are collected for 

the period of five years. The time series monthly data is collected on stock prices for sample firmsand relative macroeconomic 

variables for the period of 5 years. The data collection period is ranging from January 2010 to Dec 2014. Monthly prices of KSE - 

100 Index is taken from yahoo finance. 

 

3.3 Theoretical framework 

Variables of the study contains dependent and independent variable. The study used pre-specified method for the 

selection ofvariables. The study used the Stock returns are as dependent variable. From the share price of the firm the Stock 

returns are calculated. Rate of a stock salable at stock market is known as stock price. 

Systematic risk is the only independent variable for the CAPM and inflation, interest rate, oil prices and exchange rate 

are the independent variables for APT model. 

 

Consumer Price Index (CPI) is used as a proxy in this study for inflation rate. CPI is a wide basic measure to 

computeusualvariation in prices of goods and services throughout a particular time period. It is assumed that arise in inflation is 

inversely associated to security prices because Inflation is at lastturned into nominal interest rate andchange in nominal interest 

rates caused change in discount rate so discount rate increase due to increase in inflation rate and increase in discount rateleads 

todecreasethe cash flow’s present value (Jecheche, 2010). The purchasing power of money decreased due to inflation, and due to 

which the investors demand high rate of return, and the prices decreased with increase in required rate of return (Iqbal et al, 

2010). 
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I. RESEARCH METHODOLOGY 

The methodology section outline the plan and method that how the study is conducted. This includes Universe of the study, 

sample of the study,Data and Sources of Data, study’s variables and analytical framework. The detailsare as follows; 

 

3.1 Population and Sample 

KSE-100 index is an index of 100 companies selected from 580 companies on the basis of sector leading and market 

capitalization. It represents almost 80% weight of the total market capitalization of KSE. It reflects different sector company’s 

performance and productivity. It is the performance indicator or benchmark of all listed companies of KSE. So it can be regarded 

as universe of the study.Non-financial firms listed at KSE-100 Index (74 companies according to the page of KSE visited on 

20.5.2015) are treated as universe of the study and the study have selected sample from these companies. 

The study comprised of non-financial companies listed at KSE-100 Index and 30 actively traded companies are selected 

on the bases of market capitalization.And 2015 is taken as base year for KSE-100 index. 

 

3.2 Data and Sources of Data 

For this study secondary data has been collected. From the website of KSE the monthly stock prices for the sample firms 

are obtained from Jan 2010 to Dec 2014. And from the website of SBP the data for the macroeconomic variables are collected for 

the period of five years. The time series monthly data is collected on stock prices for sample firmsand relative macroeconomic 

variables for the period of 5 years. The data collection period is ranging from January 2010 to Dec 2014. Monthly prices of KSE - 

100 Index is taken from yahoo finance. 
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3.3 Theoretical framework 

Variables of the study contains dependent and independent variable. The study used pre-specified method for the 

selection ofvariables. The study used the Stock returns are as dependent variable. From the share price of the firm the Stock 

returns are calculated. Rate of a stock salable at stock market is known as stock price. 

Systematic risk is the only independent variable for the CAPM and inflation, interest rate, oil prices and exchange rate 

are the independent variables for APT model. 

 

Consumer Price Index (CPI) is used as a proxy in this study for inflation rate. CPI is a wide basic measure to 

computeusualvariation in prices of goods and services throughout a particular time period. It is assumed that arise in inflation is 

inversely associated to security prices because Inflation is at lastturned into nominal interest rate andchange in nominal interest 

rates caused change in discount rate so discount rate increase due to increase in inflation rate and increase in discount rateleads 

todecreasethe cash flow’s present value (Jecheche, 2010). The purchasing power of money decreased due to inflation, and due to 

which the investors demand high rate of return, and the prices decreased with increase in required rate of return (Iqbal et al, 

2010). 

Exchange rate is a rate at which one currency exchanged with another currency. Nominal effective exchange rate (Pak 

Rupee/U.S.D) is taken in this study.This is assumed that decrease in the home currency is inverselyassociated to share prices 

(Jecheche,2010). Pan et al. (2007) studied exchange rate and its dynamic relationship with share prices in seven East Asian 

Countries and concludethat relationshipof exchange rate and share prices varies across economies of different countries. So there 

may be both possibility of either exchange rate directly or inverselyrelated with stock prices.Oil prices are positively related with 

share prices if oil prices increase stock prices also increase (Iqbal et al, 1012).Ataullah (2001) suggested that oil prices cause 

positive change in the movement of stock prices. The oil price has no significant effect on stock prices (Dash & Rishika, 

2011).Six month T-bills rate is used as proxy of interest rate. As investors arevery sensitive about profit and where the signals 

turn into red they definitely sell the shares. And this sensitivity of the investors towards profit effects the relationship of the stock 

prices and interest rate, so the more volatility will be there in the market if the behaviors of the investors are more sensitive. 

Plethora (2002)has tested interest rate sensitivity to stock market returns, and concluded an inverse relationship between interest 

rate and stock returns. Nguyen (2010) studies Thailand market and found thatInterest rate has aninverse relationship with stock 

prices. 

 

KSE-100 index is used as proxy of market risk. KSE-100 index contains top 100 firms which are selected on the bases of 

their market capitalization. Beta is the measure of systematic risk and has alinear relationship with return (Horn, 1993). High risk 

is associated with high return (Basu, 1977, Reiganum, 1981 and Gibbons, 1982). Fama and MacBeth (1973) suggested the 

existence of a significant linear positive relation between realized return and systematic risk as measured by β. But on the other 

side some empirical results showed that high risk is not associated with high return (Michailidis et al. 2006, Hanif, 2009). Mollah 

and Jamil (2003) suggested thatrisk-return relationship is notlinear perhaps due to high volatility. 

 

3.4 Statistical tools and econometric models 

This section elaborates the proper statistical/econometric/financial models which are being used to forward the study 

from data towards inferences. The detail of methodology is given as follows. 

3.4.1 Descriptive Statistics 

Descriptive Statics has been used to find the maximum, minimum, standard deviation, mean and normally distribution of 

the data of all the variables of the study. Normal distribution of data shows the sensitivity of the variables towards the periodic 

changes and speculation. When the data is not normally distributed it means that the data is sensitive towards periodic changes 

and speculations which create the chances of arbitrage and the investors have the chance to earn above the normal profit. But the 

assumption of the APT is that there should not be arbitrage in the market and the investors can earn only normal profit. Jarque 

bera test is used to test the normality of data. 

 

3.4.2 Fama-Mcbeth two pass regression 

After the test statistics the methodology is following the next step in order to test the asset pricing models. When testing 

asset pricing models related to risk premium on asset to their betas, the primary question of interest is whether the beta risk of 

particular factor is priced. Fama and McBeth(1973)develop a two pass methodology in which the beta of each asset with respect 

to a factor is estimated in a first pass time series regression and estimated betas are then used in second pass cross sectional 

regression to estimate the risk premium of the factor. According to Blum (1968) testing two-parameter models immediately 

presents an unavoidable errors-in-the variables problem.It is important to note that portfolios (rather than individual assets) are 

used for the reason of making the analysis statistically feasible.Fama McBeth regression is used to attenuate the problem of 

errors-in-variables (EIV) for two parameter models (Campbell, Lo and MacKinlay, 1997).If the errors are in the β (beta)of 

individual security are not perfectly positively correlated, the β of portfolios can be much more precise estimates of the true β 

(Blum, 1968). 

The study follow Fama and McBeth two pass regressionto test these asset pricing models.The Durbin Watson is used to 

check serial correlation and measures the linear association between adjacent residuals from a regression model. If there is no 

serial correlation, the DW statistic will be around 2. The DW statistic will fall if there is positive serial correlation (in worst case, 

it will be near zero). If there is a negative correlation, thestatistic will lie somewhere between 2 and 4. Usually the limit for non- 

serial correlation is considered to be DW is from 1.8 to 2.2. A very strong positive serial correlation is considered at DW lower 

than 1.5 (Richardson and smith, 1993). 
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According to Richardson and smith(1993) to make the model more effective and efficient the selection criteria for the 

shares in the period are: Shares with no missing values in the period, Shares with adjusted R2 < 0 or F significant (p-value) 

>0.05of the first pass regression of the excess returns on the market risk premium are excluded. And Shares are grouped by 

alphabetic order into group of 30 individual securities (Roll and Ross, 1980). 

 

3.4.2.1 Model for CAPM 

In first pass the linear regression is used to estimate beta which is the systematic risk. 

𝑅𝑖 − 𝑅𝑓 = (𝑅𝑚 − 𝑅𝑓)𝛽 (3.1) 
Where RiisMonthly return of thesecurity, Rf isMonthly risk free rate, Rm isMonthly return of market and βis systematic risk 

(market risk). 

The excess returns Ri - Rf of each security is estimated from a time series share prices of KSE-100 index listed shares for 

each period under consideration. And for the same periodthe market Premium Rm - Rfalso estimated. After that regress the excess 

returns Ri - Rf on the market premium Rm - Rfto find the beta coefficient (systematic risk). 
Then a cross sectional regression or second pass regression is used on average excess returns of the shares and estimated betas. 

Ȓ𝑖 = 𝛾0 + 𝛾1𝛽1 + є (3.2) 
Where ƛ0= intercept, ȒIis average excess returns of security i,βIisestimated be coefficient of security I and Є is error term. 

 

 

3.4.2.2 Model for APT 

In first pass the betas coefficients are computed by using regression. 

𝑅𝑖 − 𝑅𝑓 = 𝛽𝑖 𝑓1 + 𝛽𝑖2𝑓2 + 𝛽𝑖3𝑓3 + 𝛽𝑖4𝑓4 + 𝜖 (3.3) 
Where Ri is the monthly return of stock i,Rf is risk free rate, βi is the sensitivity of stock i with factors and 𝜖 is the error term. 
Then a cross sectional regression or second pass regression is used on average excess returns of the shares on the factor scores. 

Ȓ = γ0 + γ1𝛽1 + γ2𝛽2 + γ3𝛽3 + γ4𝛽4 + 𝜖𝑖 (3.4) 
WhereȒ is average monthly excess return of stock I, ƛ = risk premium, β1 to β4 are the factors scores and εi is the error term. 

 

3.4.3 Comparison of the Models 

The next step of the study is to compare these competing models to evaluate that which one of these models is more 

supported by data.This study follows the methods used by Chen (1983), the Davidson and Mackinnon equation (1981) and the 

posterior odds ratio (Zellner, 1979) for comparison of these Models. 

3.4.3.1 Davidson and MacKinnon Equation 

CAPM is considered the particular or strictly case of APT. These two models are non-nested because by imposing a set 

of linear restrictions on the parameters the APT cannot be reduced to CAPM. In other words the models do not have any common 

variable. Davidson and MacKinnon (1981) suggested the method to compare non-nested models. The study used the Davidson 

and MacKinnon equation (1981) to compare CAPM and APT. 

This equation is as follows; 

𝑅𝑖 = 𝛼𝑅𝐴𝑃𝑇 + (1 − 𝛼)𝑅𝐶𝐴𝑃𝑀 + 𝑒𝑖 (3.5) 
WhereRi= the average monthly excess returns of the stock i, RAPT= expected excess returns estimated by APT, RCAPM= expected 

excess returns estimated by CAPM and α measure the effectiveness of the models. The APT is the accurate model to forecast the 
returns of the stocks as compare to CAPMif α is close to 1. 

3.4.3.2 Posterior Odds Ratio 

A standard assumption in theoretical and empirical research in finance is that relevant variables (e.g stock returns) have 

multivariate normal distributions (Richardson and smith, 1993). Given the assumptionthat the residuals of the cross-sectional 

regression of the CAPM and the APT satisfy the IID (Independently and identically distribution) multivariate normal assumption 

(Campbell, Lo and MacKinlay, 1997), it is possible to calculate the posterior odds ratio between the two models.In general the 

posterior odds ratio is a more formal technique as compare to DM equation and has sounder theoretical grounds (Aggelidis and 

Maditinos, 2006). 

The second comparison is done using posterior odd radio. The formula for posterior odds is given by Zellner (1979) in favor of 

model 0 over model 1. 

The formula has the following form; 

𝑅 = [𝐸𝑆𝑆0/𝐸𝑆𝑆1]𝑁/2𝑁𝐾0−𝐾1/2 (3.6) 

WhereESS0iserror sum of squares of APT, ESS1iserror sum of squares of CAPM, Nisnumber of observations, K0is 

number of independent variables of the APT and K1 isnumber of independent variables of the CAPM.As according to the ratio 
when; 

R> 1 means CAPM is more strongly supported by data under consideration than APT. 

R < 1 means APT is more strongly supported by data under consideration than CAPM. 

 

IV. RESULTS AND DISCUSSION 
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4.1 Results of Descriptive Statics of Study Variables 

Table 4.1: Descriptive Statics 
 

Variable Minimum Maximum Mean 
Std. 
Deviation 

Jarque-Bera test Sig 

KSE-100 Index 
-0.11 

0.14 
0.020 0.047 

5.558 0.062 

Inflation -0.01 0.02 0.007 0.008 1.345 0.510 

Exchange rate -0.07 0.04 0.003 0.013 1.517 0.467 

Oil Prices -0.24 0.11 0.041 0.060 2.474 0.290 

Interest rate -0.13 0.05 0.047 0.029 1.745 0.418 

Table 4.1 displayed mean, standard deviation, maximum minimum and jarque-bera test and its p value of the macroeconomic 

variables of the study. The descriptive statistics indicated that the mean values of variables (index, INF, EX, OilP and INT) were 

0.020, 0.007, 0.003, 0.041 and 0.047 respectively. The maximum values of the variables between the study periods were 0.14, 

0.02, 0.04, 0.41, 0.11 and 0.05 for the KSE- 100 Index, inflation, exchange rate, oil prices and interest rate. 

The standard deviations for each variable indicated that data were widely spread around their respective means. 

Column 6 in table 4.1 shows jarque bera test which is used to checkthe normality of data. The hypotheses of the normal 

distribution are given; 

H0 : The data is normally distributed. 

H1 :The data is not normally distributed. 
Table 4.1 shows that at 5 % level of confidence, the null hypothesis of normality cannot be rejected. KSE-100 index and 

macroeconomic variables inflation, exchange rate, oil prices and interest rate are normally distributed. 

The descriptive statistics from Table 4.1 showed that the values were normally distributed about their mean and variance. This 

indicated that aggregate stock prices on the KSE and the macroeconomic factors, inflation rate, oil prices, exchange rate, and 

interest rate are all not too much sensitive to periodic changes and speculation. To interpret, this study found that an individual 

investor could not earn higher rate of profit from the KSE. Additionally, individual investors and corporations could not earn 

higher profits and interest rates from the economy and foreign companies could not earn considerably higher returns in terms of 

exchange rate. The investor could only earn a normal profit from KSE. 

 

 

FiguresandTables 

Placefiguresandtablesatthetopandbottomofcolumns.Avoidplacingtheminthemiddleofcolumns.Largefiguresandtablesmayspanacr 

ossbothcolumns.Figurecaptionsshouldbebelowthefigures;tablecaptionsshouldappearabovethetables.Insertfiguresandtablesaftertheya 

recitedinthetext.Usetheabbreviation“Fig.1” in the text, and “Figure 1” atthebeginningofasentence. 

Use10pointTimesNewRomanforfigurelabels.Usewordsratherthansymbolsorabbreviationswhenwritingfigure- 

axislabelstoavoidconfusingthereader.Asanexample,writethequantity “Magnetization”,or “Magnetization,M”,notjust “M”. 

 

Table 1 Table Type Styles 
 

Table 
Head 

TableColumnHead 

 Tablecolumnsubhead Subhead Subhead 

copy Moretablecopya   

V. ACKNOWLEDGMENT 

We would like to extend our deepest appreciation to everyone who contributed to the successful completion of this project on 

Grid-Connected Solar-Powered Electric Vehicle Charging Stations (SCEVS).Our sincere thanks go to the research team 

members for their dedication, hard work, and collaborative spirit in conducting experiments, analyzing data, and developing 

innovative solutions. 

. 

REFERENCES 

[1] Smith, J., & Johnson, A. (2019). Grid-connected Solar Power Systems: A Review of Technologies and Applications. 

[2] Brown, C., & Garcia, M. (2018). Wireless Charging Technologies: A Comprehensive Survey. 

[3] Lee, S., & Kim, D. (2020). Integration of Solar Energy and Wireless Charging: Opportunities and Challenges. 

http://www.jetir.org/

