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Abstract : The analysis of Big Mart sales using machine learning algorithms involves studying past sales data to predict future
trends. By employing ensemble models such as XGBoost Regressor ,Random Forest regressor and XGBRF Regressor. we aim to
uncover patterns that can help anticipate sales fluctuations. These predictive models offer valuable insights for optimizing inventory
and ultimately enhancing overall business performance in the retail sector.

IndexTerms - XGBoost Regression , Random Forest Regression, XGBRF Regression.

I. INTRODUCTION

The retail industry, characterized by its dynamic nature and evolving consumer preferences, constantly seeks innovative approaches
to optimize operations and enhance profitability. we explore the application of machine learning algorithms to analyze historical
sales data from Big Mart stores.By employing ensemble models such as XGBoost Regressor ,Random Forest regressor and XGBRF
Regressor, our goal is to develop accurate forecasting models that can predict future sales trends. That is helpful, both in developing
and improving marketing strategies for the marketplace.

Il. RELATED WORK

Statistical Approaches: Various statistical methods have been employed for sales forecasting, including regression, Auto-Regressive
Integrated Moving Average (ARIMA), and Auto-Regressive Moving Average (ARMA). These methods have been utilized to
establish sales forecasting standards. However, sales forecasting is complex due to the influence of both external and internal factors.

Hybrid Models: A hybrid approach combining a mixture seasonal quantum regression method and ARIMA has been suggested for
daily food sales forecasting. This hybrid model outperformed individual models.

Genetic Fuzzy Systems (GFS): E. Hadavandi incorporated GFS and data mining techniques to forecast the sales of printed circuit
boards. This approach involved using K-means clustering to group data records, followed by independent handling of each cluster
with a database tuning and rule-based extraction capability.

I1l. DATA SET

The dataset was obtained from Kaggle.com, consisting of both training and testing datasets. The training dataset contains 8000
entries, while the testing dataset contains 5000 entries. The attributes in the dataset are described as follows:

1. Item_Identifier: Unique product 1D number.
2. Item_Weight: Weight of the product.
3. Item_Fat_Content: Indicates whether the item is low in fat or not.
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4. Item_Visibility: Percentage of the overall viewing area assigned to the item in the shop.
5. Item_Type: Group to which the commodity belongs.

6. Item_MRP: Price of the product.

7. Outlet_ldentifier: Unique slot number for the outlet.

8. Outlet_Establishment_Year: Year when the shop was first opened.

9. Outlet_Size: Total area occupied by the supermarket.

10. Outlet_Location_Type: Type of town where the store is situated.

11. Outlet_Type: Whether the shop is a supermarket or a grocery store.

12. Item_Outlet_Sales: Sales of the item in the original shop.

This dataset will be utilized for developing and testing predictive models to forecast item sales in the retail setting.

IV . METHODOLOGY

We have employed three regression algorithms: XGBoost Regression, Random Forest Regression, and XGBRF Regression. We
are calculating the MAE, MSE, RMSE ,R2 Score and final concluding the best yield algorithm.

BIGMART RAW . DATA
DATA PREPROCESSING
ENSEMBLE
REGRESSION
MODELS
XGBOOST RANDOM FOREST
REGRESSOR REGRESSOR XGBRFREGRESSOR

PREDICT RESULT

Figurel : Shows the proposed Architecture Diagram
1. XGBoost Regressor:

XGBoost stands for Extreme Gradient Boosting, a powerful algorithm known for its efficiency and effectiveness in handling
structured data.

Working Procedure:

1.1 Initialization:; Start by initializing the model with default hyperparameters or customized parameters based on the dataset
characteristics.

1.2 Iteration: Iteratively build an ensemble of weak learners (decision trees) by minimizing a loss function and adding trees that
reduce the residual error.

1.3 Gradient Boosting: At each iteration, the model calculates the gradient of the loss function and adjusts the predictions to
minimize the loss.

1.4 Regularization: Apply regularization techniques like L1 and L2 regularization to control overfitting and improve generalization.
1.5 Prediction: Finally, make predictions by aggregating the predictions of all the weak learners in the ensemble.

2. Random Forest Regressor:

Random Forest is an ensemble learning method that constructs a multitude of decision trees at training time and outputs the mean
prediction of the individual trees for regression tasks.
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Working Procedure:

2.1 Bootstrapping: Randomly select samples with replacement from the dataset to create multiple training datasets.

2.2 Feature Selection: At each node of the decision tree, randomly select a subset of features to split on.

2.3 Tree Construction: Build decision trees using the selected features and splitting criteria (e.g., Gini impurity for classification,
MSE for regression).

2.4 Ensemble Formation: Aggregate the predictions of all the decision trees in the forest by averaging (for regression) or voting (for
classification).

2.5 Prediction: Make predictions using the aggregated output of all the trees.

3. XGBRF Regressor:

XGBRF stands for Extreme Gradient Boosting Random Forest, which combines the principles of both XGBoost and Random
Forest.

Working Procedure:

3.1 Initialization: Similar to XGBoost, initialize the model with default or customized hyperparameters.

3.2 Random Feature Sampling: Unlike XGBoost, XGBRF randomly samples a subset of features at each node split, similar to
Random Forest.

3.3 Gradient Boosting: Build an ensemble of decision trees using gradient boosting principles, where each tree corrects the errors
of the previous trees.

3.4 Regularization: Apply regularization techniques to control overfitting and improve model generalization.

3.5 Prediction: Generate predictions by aggregating the outputs of all the trees in the ensemble.

V. RESULT AND DISCUSSION
1. Xgboost Regressor :

TABLE 1 : Shows the Xgboost regressor result on the various parameter.

Parameter Value
MSE 0.3459
MAE 0.4497
RMSE 0.5881
2. Random Forest Regressor :
TABLE 2 : Shows the Random Forest regressor result on the various parameter.
Parameter Value
MSE 0.3213
MAE 0.4370
RMSE 0.5668
3. XGBRF Regressor :
TABLE 3 : Shows the XGBRF regressor result on the various parameter.
Parameter Value
MSE 0.2888
MAE 0.4116
RMSE 0.5374

TABLE 4 : Comparison of MAE, MSE, RMSE with the Models.
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Model MSE MAE RMSE R2_SCORE
XGBoost Regressor 0.3459 0.4497 0.5881 0.6797
Random Forest Regressor 0.3213 0.4370 0.5668 0.7025
XGBRF Regressor 0.2888 0.4116 0.5374 0.7325

VI . CONCLUSION

In this study, we utilized three regression algorithms - XGBoost Regression, Random Forest Regression, and XGBRF Regression
- to forecast sales trends in the Big Mart retail stores. Our analysis revealed insightful results regarding the performance of each
model in terms of Mean Squared Error (MSE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R-squared
(R2) Score. we conclude that the XGBRF Regressor outperforms both XGBoost and Random Forest regressors in terms of
forecasting Big Mart sales. It demonstrated superior predictive accuracy and generalization ability, making it the most suitable
model for sales prediction in this context.
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