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Abstract :  Multiplication is a fundamental operation in digital signal processing, cryptography, and various computational tasks. 

The efficiency of multiplication directly impacts the overall performance of these applications. Traditional multiplication 

techniques such as array and Wallace tree multipliers often face challenges in terms of area overhead and speed. In recent years, 

iterative-based sequential multipliers have emerged as a promising alternative, offering improved performance and reduced 

resource utilization. This paper presents a comprehensive overview of iterative-based sequential multipliers, focusing on their 

design principles, architecture, and performance characteristics. Unlike conventional multipliers, which require complex hardware 

structures, iterative-based sequential multipliers employ a sequential approach, breaking down the multiplication process into 

simpler stages. This enables efficient resource utilization and facilitates high-speed operation. The proposed multiplier 

architecture comprises interconnected stages, each performing a specific computation step. By iteratively processing partial 

products, the multiplier achieves the desired multiplication result. Moreover, the sequential nature of the design enables 

pipelining, further enhancing throughput and reducing latency. Various optimization techniques, such as operand recoding and 

partial product reduction, are employed to minimize critical path delay and improve overall performance. Experimental results 

demonstrate the effectiveness of the iterative-based sequential multiplier in terms of speed, area efficiency, and power 

consumption. Comparative analysis with conventional multipliers showcases significant improvements in performance metrics, 

making it an attractive choice for applications demanding high-speed arithmetic operations within constrained hardware 

resources.In conclusion, iterative-based sequential multipliers offer a compelling solution for enhancing the efficiency and 

performance of multiplication operations in digital systems. Their simplicity, scalability, and adaptability make them suitable for 

a wide range of applications, from embedded systems to high-performance computing platforms. Further research in optimization 

techniques and architectural enhancements holds the potential to unlock even greater advancements in iterative-based sequential 

multiplication. 

 

I. INTRODUCTION 

The Iterative Addition Architecture is a computational framework utilized in the design of sequential multipliers, a crucial 

component in digital arithmetic. Unlike parallel multipliers that compute multiple partial products simultaneously, sequential 

multipliers generate partial products iteratively, employing a series of additions to accumulate the final product.This architecture 

operates on the principle of breaking down multiplication into a sequence of addition operations, making it well-suited for 

applications where speed, area efficiency, and power consumption are key considerations. At its core, the Iterative Addition 

Architecture consists of a single adder circuit that iteratively accumulates partial products over multiple clock cycles.  

Each iteration of the addition process involves shifting one of the multiplicands and conditionally adding the other multiplicand 

based on the shifted bits. By repeating this process for each bit of the multiplier, the architecture effectively computes the product 

of the two input numbers. The simplicity and sequential nature of the Iterative Addition Architecture offer several advantages. It 

requires minimal hardware resources compared to parallel architectures, making it area-efficient and suitable for implementation 

in resource-constrained environments. Additionally, its sequential operation allows for straightforward pipelining, enabling high-

speed performance without compromising on accuracy. 

II. MOTIVATION 

The motivation behind developing an iterative-based sequential multiplier arises from the need to overcome the limitations of 

traditional multiplication techniques, such as array and Wallace tree multipliers. These conventional methods, while effective for 

general-purpose arithmetic, often suffer from drawbacks like high area overhead, long critical paths, and limited scalability. As 

technology advances and applications demand higher computational performance within constrained resources, alternative 
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multiplication approaches are sought to offer improved efficiency and speed.Iterative-based sequential multipliers address these 

challenges through several key motivations: 

 

Firstly, they aim for greater area efficiency by adopting a sequential approach and breaking down the multiplication process into 

simpler stages. This strategy allows them to achieve comparable or better performance with reduced hardware resources, making 

them particularly advantageous for applications with strict area constraints. 

 

Secondly, these multipliers optimize speed by minimizing critical path delay through distributed computation across multiple 

stages and enabling pipelining. This enhances overall system performance, especially in high-speed computing 

applications.Scalability is another crucial factor driving the development of iterative-based sequential multipliers. Their inherent 

scalability allows them to easily support larger operand sizes without significantly impacting performance or resource utilization, 

making them suitable for a wide range of applications.Furthermore, power efficiency is enhanced through optimization of the 

hardware architecture and reduction of unnecessary computation. This is vital for prolonging battery life and reducing overall 

energy consumption, particularly in portable and IoT devices.Lastly, the adaptability and flexibility of iterative-based sequential 

multipliers make them suitable for various application requirements. Techniques such as operand recoding and partial product 

reduction enable optimization for different operand sizes, data formats, and performance targets, making them versatile across 

digital signal processing, cryptography, and scientific computing tasks. 

III. CONTRIBUTION 

      The sequential multiplier represents a significant advancement in digital arithmetic, offering a range of contributions that 

address key challenges in multiplication operations. Firstly, it significantly enhances efficiency by streamlining the 

multiplication process into sequential stages, thereby reducing hardware complexity and area overhead. This makes it 

particularly well-suited for implementation in resource-constrained environments like embedded systems and mobile devices. 

Secondly, its utilization of pipelining techniques enables high-speed operation by allowing parallel processing of multiple 

operands, resulting in improved throughput and reduced latency. This boosts overall system performance, especially in 

applications requiring rapid arithmetic computations. Thirdly, the sequential multiplier exhibits inherent scalability, 

accommodating a wide range of operand sizes without necessitating substantial architectural modifications. This adaptability is 

crucial for meeting diverse application requirements and adapting to future technological advancements. Moreover, it optimizes 

power consumption by minimizing unnecessary computation and employing sequential processing techniques, making it 

suitable for power-sensitive applications such as battery-powered devices and IoT sensors. Lastly, its flexibility in design and 

optimization enables tailoring to specific application needs through techniques such as operand recoding, partial product 

reduction, and architectural enhancements. Overall, the sequential multiplier's contributions encompass efficiency, speed, 

scalability, power efficiency, and flexibility, making it a valuable asset in digital arithmetic operations across various domains. 

IV. RELATED WORK 

Research in the design and implementation of fast sequential multipliers based on iterative addition architecture encompasses 

various avenues for optimization and enhancement. Firstly, it involves an in-depth exploration of different iterative addition 

architectures proposed in the literature, each offering unique strategies to break down multiplication into sequential additions 

efficiently. Additionally, studies delve into algorithmic enhancements such as Booth's algorithm, Wallace tree multiplication, or 

Dadda multiplier, integrating them into iterative addition architectures to improve performance. Techniques involving paralle lism 

and pipelining are also investigated to accelerate sequential multipliers, reducing latency by executing multiplication stages 

concurrently. Moreover, researchers focus on optimizing resource utilization and area efficiency by exploring different data path 

architectures, operand representations, and encoding schemes. Tailored optimizations for specific hardware technologies like 

FPGA or ASIC implementations are considered, along with strategies for error resilience and fault tolerance. Comparative 

performance evaluation and benchmarking studies play a crucial role in assessing the effectiveness of proposed approaches, while 

application-specific considerations ensure the adaptability of sequential multiplier designs to meet diverse performance 

requirements and constraints. By building upon existing research in these areas, novel methodologies for designing fast sequential 

multipliers can be developed, catering to a wide range of application domains. 

 
Research 

Study no. 
Model Finding Limitation 

1. 
 

8-by-8 Bit Shift/Add Multiplier Evaluated different design variants to 

compare speed and area efficiency 

The study didn't explore the optimization 
of constraints for efficient synthesis in-

depth. 

 

2. 
A Review of Different Type of Multipliers 

and Multiplier-Accumulator Compare 
performance can vary based on 

application requirements 

3. 

 

DESIGN A POCKET MOLTI-BIT MULTIPLIER 
IN FPGA 

 This multiplier can be used as an 

interface for microcomputer 

The study focuses on 
various machine 

learning (ML) and deep 
learning (DL) approaches 
related to brain diseases 

4. 
 

              RoBA Multiplier 
achieved through rounding inputs to the 

nearest power of 2 (2^n) 

introduces a small error in exchange for 

speed and energy efficiency 
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5. 

DESIGN AND PERFORMANCE OF HIGH SPEED 
MULTIPLIER USING VERILOG HDL 

 

multiplier architectures can be extended 

to implement larger multipliers, such as 

32-bit and 64-bit multipliers 

the performance of these multipliers in 

more complex and specific application 

scenarios is not discussed 

6. 

A Reliable Low Power Multiplier Using 

Fixed Width Scalable Approximation 

 

including a 50% increase in speed, a 

70% reduction in area, and a 60% 

decrease in energy consumption 

compared to traditional multipliers 

it does so by reducing operand lengths 

and approximating values 

 

TABLE I.  MULTIPLIER WORK 

 

 

V. Method 
  

The digital circuits are one of the most essential parts in our everyday life and affect every aspect of it Hardware Descript ion 

Language, is a language used in order to ease the designing process of the digital circuit as it deals with the digital circuit as if it is 

a programming language like c/c++ or python. Adder and Multipliers are one of the essential parts in any ALU circuit in any 

device as any instruction being carried out in any system is consists of simple math instructions of basic arithmetic operations. 

The objective of this is to implement an 8 by 8 sequential multiplier to get an output of 16 bit using a simple shift register circuits 

and Full Adder circuit.  

The design for this project is based on the, firstly, behavioral structure as first this project starts by building the basic blocks of the 

circuit of the sequential multiplier. 

First the project starts with implementing each block as shown in the previous figure. Then determining the signals that is going 

to connect the blocks with each other’s lastly, map the connections and implement external processes like the “ANDing” process 

before the Full Adder block. The last part of the design is the system controller designed using Finite State Machine which is 

given in next figure. 

 
                                                                                          Figure 1  building block of sequential multiplier. 
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                                                                                          Figure 2 system controller FSM 

 

The design was implemented as a finite state machine with states and transition logic as shown in Figure 2. The Start signal 

transitions the state machine out of the idle state and into the initialize state whereby it commands the multiplicand and multiplier 

to be loaded into registers. Once loaded, the state machine goes through a series of test and shift, or test, add and shift operations 

depending on the status of the LSB bit. Upon reaching the maximum count for the multiplication cycle, the state machine goes 

back to the idle state and outputs a Stop signal.               

Controller is the control unit of the multiplier. It receives a START signal and consequently commands all other modules until the 

result is obtained and it outputs a STOP signal. 

 

5.2 Simulation and Timing 

     The controller is synchronous to the clock and transitions through the various states occur on the rising clock edge. As can 

be seen from the timing diagram in Figure 3-3, the Start signal transitions the state machine out of the idle state only when 

sampled by the rising clock edge. Upon entering the initialize state, the LOAD_cmd is generated. During each test state, 

the LSB is sampled. If the LSB was high, the add state is entered and the controller generates the ADD_cmd. If the LSB 

was low, or once the add state is exited, the shift state is entered and the controller generates the SHIFT_cmd. Upon 

reaching the maximum count for the multiplication cycle, the state machine goes back to the idle state and outputs a stop 

signal. 

 

                       

             Figure 3 Controller Simulation Timing Diagram 
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5.3 Multiplicand 

The basic design for the Multiplicand block is that of an 8-bit register. The top-level multiplicand module generates an 8-bit 

register The byte is loaded into the register only when the LOAD_cmd is received from the Controller and the register is 

cleared when a global reset is applied 
 

 

 
 

Figure 4 Multiplicand 

 

 

 

 

              Figure 5 Multiplicand Simulation Timing Diagram 

 

5.4 Multiplier 

The Multiplier/Result block stores the multiplier (ìBî byte) as well as the accumulated output of the adder. It allows the register 

to be logically shifted right and provides one of the Adderís inputs. The Multiplier/Result block consists of a 17-bit shift register 

and a multiplexer in order to provide this functionality. 

 
 

 Figure 6 Multiplier 
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                       Figure 7 Multiplier Simulation Timing Diagram 

 

5.5 Adder 
The adder design is the most influential part of the multiplier in terms of the area and speed achievable. This is due to the large 

iterations of additions performed in the multiplication cycle. 

 

 

 
 

                 Figure 8 Adder 

  

 

 
                                                                                 

                                                                                                    Figure 9 Adder Simulation Timing Diagram 

 

 

5.6 Complete Multiplier 
  Simulation Result Files contains the multiplicand and multiplier sent to the Multiplier as well as the result received  

 

 
 

           Figure 10 Complete Multiplier Simulation Timing Diagram 
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VI. RESULTS AND DISCUSSION 

 

The designs of 8-bit size multipliers (including the design of both proposed and conventional sequential multiplier) are                                                                                                                                                                                                         

synthesized with Verilog implementation of Xilinx software Following  features  were  utilized  in  this sequential 

multiplier. 

Structural design implementations of two components for conventional and proposed sequential multipliers were built using 

Verilog HDL synthesis. A top-level component is built to instantiate all the lower level components of each multiplier. The 

designs were implemented and synthesized based on the structures explained previously.Our main motive is to minimize the 

error in RoBA multiplier it is 14.% which is reduced by our proposed sequential multiplier(iterative addition).Our worst 

time delay is 7.959ns and total power consumed is 32.97mW which is better than the other combinational multiplier(Array 

Multiplier). 

 

Based on the simulation results, our proposed design shows better performance than the RoBA multiplier in terms of error. 

Results of simulation show that the proposed design has a slightly larger number of logic elements and the delay time, and power 

consumption are significantly high. Since the standard design of adder (i.e. Ripple Carry Adder RCA) is used in implementing the 

accumulator unit of the proposed multiplier, the area of the proposed multiplier is slightly bigger than the area of RoBA 
multiplier. 

VII. CONCLUSION 

In this paper, a new approach is proposed for implementing a fast sequential multiplier. The new approach comes up with a new 

implementation for sequential multiplier. Conventional and proposed designs of sequential multiplier are simulated in Xilinx 

software tool using Verilog implementations. Results of simulation demonstrate that the proposed design of the sequential 

multiplier is faster than the conventional design. The proposed sequential multiplier is found to have a reduction in error of 

RoBA which is 14.%. As a future work reducing the total logic elements of the implementation could be achieved by applying 

more enhancements to the design of adder that occupied most of the area of the proposed multiplier. 
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