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Abstract— Given the abundance of medications available for 

the same disease, selecting the best one based on patient 

evaluations can be difficult. In order to suggest medications with 

the most positive evaluations, this research proposes a 

revolutionary medicine recommendation system that makes use 

of sentiment analysis and machine learning. The UCL Drug 

Review Dataset, which includes more than 160,000 reviews of 

different drugs and medical problems, is used by our system. 

For sentiment classification, we used the Passive Aggressive 

Classifier and Text Frequency-Inverse Document Frequency 

(TFIDF), with accuracies of 75.8% and 79%, respectively. In 

contrast to current algorithms that only classify reviews as 

favorable or bad, our model uses the sentiment scores to directly 

recommend drugs. We used methods like Word2Vec for feature 

representation in our exploratory data analysis, and we 

preprocessed the data by removing stop words and misspellings 

to improve its quality. Future research has not yet been detailed, 

although it may concentrate on adding user-specific variables to 

suggestions and growing the dataset to include more illnesses 

and medications. 
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I. INTRODUCTION  

In the field of medicine, choosing the appropriate drug for 
common conditions like headaches can be surprisingly 
difficult. Selecting the best course of action can be difficult for 
patients and healthcare professionals because many 
manufacturers provide medications with comparable 
components. The prevailing approach to medication advice is 
mostly impacted by marketing tactics like sponsored 
promotions and ads, which might not always be consistent 
with the medications' effectiveness. This study presents a 
revolutionary method of drug recommendation that puts user 
reviews ahead of commercial influence. 

Based on in-depth examination of user-generated 
medicine reviews, our program is intended to assist users in 
choosing the best prescription. In contrast to traditional 
systems that mostly rely on advertising, our approach makes 
use of machine learning techniques to suggest the most well-
reviewed medications for particular ailments and employs 
sentiment analysis to determine the overall consensus from 

real user experiences. This project aims to accomplish four 
goals: obtaining a trustworthy dataset of medication reviews; 
applying sophisticated sentiment analysis to these reviews; 
creating a strong machine learning model that can provide 
tailored medication recommendations; and creating an easy-
to-use user interface that increases user interaction and 
engagement. Additionally, we're dedicated to assessing the 
system's functionality by thorough analysis and rigorous 
testing to make sure its effectiveness and accuracy in real-
world scenarios. 

This method boosts transparency and democratizes the 
medicine recommendation process, empowering consumers 
to make well-informed health decisions based on reliable 
information rather than marketing savvy. Our approach seeks 
to establish a new benchmark in the field of health informatics 
by emphasizing user-sourced data, which could revolutionize 
the way prescription recommendations are made on digital 
health platforms. 

II. RELATED WORK 

The literature has provided ample evidence of the need for 

efficient drug recommendation systems, and numerous 

strategies are being investigated to improve the relevance and 

accuracy of medication prescriptions. A thorough 

examination of current approaches finds that sentiment 

analysis is the main strategy used to help pharmaceutical 

businesses determine how consumers will react to their 

products. Usually, these evaluations provide producers with 

information regarding user-reported side effects and general 

satisfaction, which helps them make better medicine 

formulations and marketing campaigns. 

Our study does, however, reveal a large gap in the use of these 

studies. Although the existing systems are quite good at 

analyzing and categorizing user feelings about medications, 

they are not capable of recommending prescriptions to end 

users directly based on these insights. By comparison, our 

system not only use sophisticated sentiment analysis methods 

like TF-IDF vectorization and the Passive Aggressive 

Classifier to undertake extensive sentiment analysis, but it 

also creatively uses the results to suggest the medications 

with the best reviews to customers. This method broadens the 
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application of sentiment analysis from a corporate 

intelligence tool to a useful tool for patients looking for 

trustworthy prescription suggestions. 

Our technology is made even more unique by the 

incorporation of an HTML and CSS user interface that 

promotes user participation and streamlines the process of 

determining which drug is best based on peer reviews. Our 

system's practical application is further demonstrated by its 

capacity to connect customers directly to online pharmacies 

such as Pharmeasy for the purchase of suggested drugs, 

thereby establishing a new benchmark in personalized 

healthcare solutions. 

 

III. METHODOLOGY 

Data Gathering and Preprocessing: The user-submitted 

medication reviews from an online pharmacy platform were 

gathered for our study using the 'drugsComTrain_raw.csv' 

and 'drugsComTest_raw.csv' datasets. In order to get this data 

ready for in-depth study, preprocessing was essential. 

Pandas, a potent Python data manipulation tool, was used to 

load the data in the first stages. Next, cleaning operations 

were performed, including handling missing values and 

eliminating any unnecessary or duplicated data fields. 

In order to prepare the review content for analysis, text 

preprocessing was done. Several Natural Language 

Processing (NLP) approaches were used in this: 

• Stopword Removal: Using the Natural Language 

Toolkit, common language articles, prepositions, and 

pronouns that are not useful for sentiment analysis were 

removed (nltk). 

• Lemmatization: By combining related forms of a 

word, lemmatization allows us to reduce words to their 

dictionary or base form and enable a more comprehensive 

study. 

 

Exploratory Data Analysis (EDA): To comprehend the 

underlying distributions and patterns in the data, one must 

complete the EDA step. In order to create frequency 

distributions, box plots, and histograms that would help us 

spot trends and outliers in the ratings and usefulness of the 

reviews, we used visualization tools like seaborn and 

matplotlib. The machine learning model's features were 

chosen with the help of EDA insights, which also aided in the 

development of hypotheses regarding the sentiments 

expressed in the review texts. 

Feature extraction: Text data must be transformed into a 

machine learning-friendly format in order to be used for 

sentiment analysis. We converted the text input into a set of 

features using the TF-IDF (Term Frequency-Inverse 

Document Frequency) Vectorizer. Using a comparison 

between the total number of documents a word appears in and 

its frequency of occurrence in a document, this technique 

determines how unique a word is. This aids in highlighting 

words that are more likely to convey emotion. 

Model Selection and Training: We selected the Passive 

Aggressive Classifier for sentiment classification because of 

its ability to learn online and handle big datasets. These 

qualities make it a good fit for dynamic data sources like 

online reviews. The model works best with data streams 

where the creation process is dynamic, since it updates to 

account for any misclassified data points in the training set. 

The data was divided into training and testing sets so that we 

could assess the performance of the model. In order to reduce 

the hinge loss, a common loss function for many linear 

classifiers, including the Passive Aggressive techniques, the 

model parameters were changed during training. 

Model Evaluation: A number of statistical metrics were used 

to evaluate the model's performance, including: 

• Accuracy: The percentage of accurately anticipated 

observations to all observations is known as accuracy. 

• Precision and Recall: The proportion of accurately 

anticipated positive observations to all predicted positive 

observations is known as precision. The ratio of accurately 

predicted positive observations to all observations in the 

actual class is known as recall (sensitivity). 

• F1 Score: The precision and recall weighted average 

is the F1 score. This score is especially helpful when the 

distribution of classes is not uniform because it accounts for 

both erroneous positives and false negatives. 

These measures gave an all-encompassing picture of the 

model's efficacy and guaranteed that it functions effectively 

in all contexts related to sentiment classification. 

 

IV. DATA VISUALIZATION 
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V. SYSTEM IMPLEMENTATION 

 Development Environment and Tools: Python is a well-
known language for its strong libraries and frameworks, 
making it especially well-suited for data-intensive 
applications. Python was used to construct our medicine 
recommendation system. A variety of Python libraries were 

used in the project, each selected for its unique set of 
advantages: 

• For data processing and numerical operations, 
Pandas and NumPy were essential tools that made handling 
the vast amount of the dataset more effective. 

• The tools provided by Seaborn and matplotlib 
allowed for the successful production of educational, user-
friendly plots and charts to effectively understand the 
underlying patterns and outcomes of the dataset. 

• For the machine learning components of the project, 
Scikit-learn provided an extensive collection of tools, 
including preprocessing, model creation, and evaluation tools. 

Microsoft Visual Studio Code and Google Colab helped 
with the software development. A cloud-based Python 
notebook environment called Google Colab made it simple to 
collaborate and gain access to powerful computer resources. 
With its integrated Git control, Microsoft Visual Studio Code 
allowed for more sophisticated code development and 
debugging, improving our version management with GitHub. 

Model Configuration and Training: To maximize text 
processing for sentiment analysis, we set up the 
TfidfVectorizer with particular parameters: 

• Stop Words: To remove frequent terms that cause 
noise in text data, set Stop terms to 'english'. 

• Max Document Frequency (max_df): The maximum 
document frequency, or max_df, is set at 0.8 in order to weed 
out phrases that crop up too frequently in documents—terms 
that are typically less informative. 

• N-gram Range: The range of N-grams has been 
expanded to include bigrams, trigrams, and unigrams, thereby 
encompassing contextual information that may be overlooked 
by individual words or pairings. 

For classification jobs, the Passive Aggressive Classifier 
was selected because of its reputation for handling massive 
amounts of data and fast adapting to new information. In order 
to properly control class imbalance and ensure equitable 
representation and treatment of all sentiment classes 
throughout the training phase, the classifier was set up with 
"balanced" class weights. To enable thorough testing and 
validation of the model's performance on untested data, the 
training set of this model was divided into training and testing 
sets. 

Deployment: Flask, a micro web framework ideal for tiny 
to medium web applications, was used to initially deploy the 
system locally on a localhost server. Because of Flask's 
modular and lightweight architecture, we were able to 
integrate our Python-based machine learning model with a 
web interface and enable real-time user interactions. This 
deployment functioned as a trial run for a possible larger-scale 
cloud platform deployment in the future, which would enable 
improved usability and accessibility. 

User Interface Design: HTML and CSS were used to 
create the user interface, giving designers the freedom to 
create a neat and appealing interface that improves user 
experience. The user interface (UI) was created with a focus 
on ease of use, paying close attention to navigation and layout 
to make sure users could quickly grasp and use the system 
without difficulty. In order to engage consumers more 
successfully and make the process of identifying and 
recommending drugs as simple as possible, emphasis was 
placed on developing a visually appealing design. 

VI. RESULTS 

 This section provides an assessment of our drug 
recommendation system's performance using a variety of 
statistical indicators derived from the test dataset's model 
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output. When evaluating the effectiveness and dependability 
of our system, the following metrics were essential: 

Confusion Matrix: The confusion matrix shows the true 
positives (TP), true negatives (TN), false positives (FP), and 
false negatives (FN), giving an analytical and quantitative 
depiction of the model's performance. Understanding the 
model's capacity to categorize each occurrence in the dataset 
properly or wrongly depends on this matrix. A model that is 
capable of effectively understanding user feelings towards 
different classes is indicated by a high number of TP and TN 
in comparison to FP and FN. 

Accuracy: This measure tells us how many observations 
were properly predicted out of all the observations, and it's a 
good way to gauge how effective the model is overall. A 
higher accuracy rate indicates that the model works effectively 
for all data types. 

Precision and Recall: The precision measures how well the 
model identifies just pertinent cases as positive by dividing the 
number of accurately predicted positive observations by the 
total number of expected positives. Recall, also known as 
sensitivity, gauges how well the model can accurately identify 
every pertinent incident. High recall shows that the system is 
capable of recognizing a wide range of possibly appropriate 
pharmaceuticals, while high precision guarantees that the 
drugs advised will probably be appraised favorably. 

F1 Score: This measure accounts for both false positives 
and false negatives and is a weighted average of precision and 
recall. It keeps the balance between recall and precision, 
which makes it especially helpful in cases where the class 
distribution is unbalanced. A strong model that performs well 
in terms of recall and precision is indicated by a high F1 score. 

 

PASSIVE AGGRESSIVE CLASSIFIER WITHOUT TF-IDF VECTORIZER 

Accuracy:0.731  |  Precision: 0.611 
Recall:    0.608   |  F1 Score: 0.602 

 

 
PASSIVE AGGRESSIVE CLASSIFIER TF-IDF UNIGRAMS 

Accuracy:0.765  | Precision: 0.611 

Recall:    0.608   |  F1 Score: 0.602 
 

 
PASSIVE AGGRESSIVE CLASSIFIER TF-IDF BIGRAMS 

Accuracy:0.817  |  Precision: 0.611 

Recall:    0.608   |  F1 Score: 0.602 

 
 

PASSIVE AGGRESSIVE CLASSIFIER TF-IDF TRIGRAMS 

Accuracy:0.819  |  Precision: 0.788 

Recall:    0.681   |  F1 Score: 0.618 
 

 Our medicine recommendation system's final version 
shows significant accuracy and dependability in sentiment 
classification based on performance measures. With an 
accuracy rate of 81.9%, the system appears to be capable of 
efficiently interpreting and categorizing user feedback. With a 
precision of 78.8%, it is clear that most of the medications the 
system recommends have received favorable reviews from 
customers. The system's recall rate of 68.1% indicates that it 
can recognize a sizable percentage of pertinent cases, which is 
essential for guaranteeing thorough medication 
recommendations. In addition, the F1 score—a harmonic 
mean of recall and precision—was 71.8%, highlighting our 
model's balance of memory and precision. Together, these 
indicators demonstrate the stability of our recommendation 
system and show how it might improve pharmaceutical 
decision-making. 

VII. CONCLUSION 

 This study presents a revolutionary drug recommendation 
system that uses machine learning and sentiment analysis to 
show users which drugs have the best reviews for a range of 
ailments. Our system has demonstrated, using the UCL Drug 
Review Dataset, that combining sentiment analysis with a 
Passive Aggressive Classifier may produce trustworthy 
suggestions, as demonstrated by the model's accuracy ratings 
in different configurations. Our method highlights the 
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possibility of influencing prescription recommendations with 
user-generated data instead of advertising content, which 
might greatly improve patient care by matching treatment 
options with actual user experiences. 

Our system's efficacy was confirmed by multiple 
performance indicators; the TF-IDF trigram model yielded 
better results, underscoring the significance of advanced 
feature extraction techniques in sentiment analysis. A new 
benchmark in personalized healthcare solutions is set by the 
system's user-friendly design, which also guarantees that users 
can quickly browse and use it to make educated decisions 
regarding their health. 

VIII. FUTURE SCOPE 

To improve the functioning and effectiveness of the 

medication recommendation system going ahead, the 

following improvements and research avenues can be 

investigated: 

 

Customization of suggestions: To further personalize 

medication suggestions to each user's needs, further versions 

of the system may incorporate user-specific variables 

including age, gender, medical history, and genetic data. 

Dataset Expansion: Adding larger datasets with a wider 

variety of medications and medical conditions may enhance 

the system's usefulness and precision. In order to guarantee 

the generalizability of the system, this expansion would also 

enable its use across various demographic and geographic 

groups. 

Advanced Models of Machine Learning: Investigating 

alternative machine learning algorithms and deep learning 

models may improve the system's capacity to recognize and 

anticipate user sentiments with greater accuracy. Neural 

networks and ensemble techniques could provide an 

improvement over the current approach. 

Real-Time Data Processing: By adding features to manage 

real-time data, the system will be able to offer suggestions 

based on the most recent evaluations and opinions from users, 

keeping it up to date with emerging trends and user 

experiences. 

Multilingual Support: Adding multilingual support to process 

reviews in multiple languages could greatly increase the 

system's user base and international applicability, given the 

internet's global reach. 

Integration with Healthcare Systems: In order to better 

personalize and optimize treatment programs, future versions 

may see integration with electronic health record (EHR) 

systems to deliver suggestions that fit seamlessly into the 

workflows of healthcare practitioners. 
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