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Abstract:  Diabetic Eye Disease (DED) is a 

serious retinal illness that affects diabetics. The 

timely identification and precise categorizing of 

multi-class DED in retinal fundus images play a 

pivotal role in mitigating the risk of vision loss. 

The development of an effective diagnostic model 

using retinal fundus images relies significantly on 

both the quality and quantity of the images. This 

study proposes a comprehensive approach to 

enhance and segment retinal fundus images, 

followed by multi-class classification employing 

pre-trained and customized Deep Convolutional 

Neural Network (DCNN) models.The raw retinal 

fundus dataset was subjected to experimentation 

using four pre-trained models: ResNet50, VGG-

16, Xception, and EfficientNetB7, and the optimal 

performing model EfficientNetB7 was acquired. 

Then, image enhancement approaches including 

the green channel extraction, applying Contrast-

Limited Adaptive Histogram Equalization 

(CLAHE), and illumination correction, were 

employed on these raw images. Subsequently, 

image segmentation methods such as the Tyler 

Coye Algorithm, Otsu thresholding, and Circular 

Hough Transform are employed to extract  

 

 

 

 

essential Region of Interest (ROIs) like optic 

nerve, Blood Vessels (BV), and the macular region 

from the raw ocular fundus images.After 

preprocessing, the model is trained using these 

images that outperformed the four pre-trained 

models and the proposed customized DCNN 

model. The proposed DCNN methodology holds 

promising results for the Cataract (CA), Diabetic 

Retinopathy (DR), Glaucoma (GL), and 

NORMAL detection tasks, achieving accuracies of 

96.43%, 98.33%, 97%, and 96%, respectively. 

Keywords: Deep convolutional neural network, 

diabetic eye diseases, image enhancement, image 

segmentation, retinal fundus images. 

 

I.INTRODUCTION 

 
To effectively treat these conditions, accurate 

diagnosis and identification are essential. Inspiring 

proactive solutions for detection and prevention 

that fulfill many needs associated with retinal 

diseases and visual disabilities throughout a 

person’s life. The application of Deep Learning 

(DL) in automated DED diagnostics is crucial for 
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solving these problems. Professional 

ophthalmologists agree that timely screening for 

DED is essential for an effective diagnosis, but this 

screening takes a lot of time and effort .While DL 

has shown outstanding validation accuracies for 

binary (healthy or diseased) classification, findings 

for moderate and multi-class classification have 

been lower striking, especially for mild 

impairment. Therefore, this study introduces an 

automatic multi-class DED classification model 

based on DCNN that can distinguish normal from 

diseased tissue in images. First, a comparison of 

diverse Convolutional Neural Network (CNN) 

architectures is con- ducted to determine the 

optimal one for classifying mild and multi-class 

DED. Treating ocular diseases as soon as 

possible is crucial, but doing so with the aid of 

neural networks consumes a significant amount of 

time and storage space. This involved 

implementing various pre-processing and 

augmentation strategies to enhance result accuracy 

further and ensure a sufficient sample size for the 

dataset. Treating ocular diseases as soon as 

possible is crucial, but doing so with the aid of 

neural networks consumes a significant amount of 

time and storage space. 

II.LITERATURE REVIEW 

To spot DED in ocular fundus images early on, 

clinicians need a method that lets them see a full 

complement of features and pinpoint their precise 

location within the image [8]. Lens degeneration, 

dilated BV (micro aneurysms) , vascular leakage, 

and impairment of the optic nerve, all need to be 

present on retinal fundus images to diagnose multi-

class DED in diabetic individuals. depicts the 

progression of DED. Previously, automated DED 

diagnoses were examined to reduce 

ophthalmologist’s workload and improve the 

consistency of diagnosis [9]. Lesion-based 

detection has been applied in previous research; 

for example, a novel model was proposed for 

identifying microaneurysms in ocular fundus 

images. Methods such as BV segmentation, 

localization, and elimination of the fovea are used 

as part of their preprocessing effort. Following 

that, a hybrid system comprising neural networks 

and fuzzy logic models was employed to 

accomplish the aforementioned tasks of feature  

extraction and classification [5]. Recent studies 

have investigated the feasibility of employ- ing 

automatic ocular processing of images for GL 

screening, with results that vary. The techniques 

covered below span a variety from simpler 

machine learning methods to more advanced ones, 

such as DL. GL has been detected using both open 

and combined datasets. Some research has tried to 

use a composite of retinal scans from several 

public sources to diagnose GL. For example, a 

combination of DRISHTI, and RIMONE V3 

publicly available datasets extracted features from 

the OD and the optic cup to identify GL [42]. An 

automated GL diagnosis system using three 

distinct  CNN model learning techniques, with 

results validated by ophthalmologists. The 

researchers utilized a wide array of neural 

networks, including Transfer Convolutional Neural 

Networks (TCNNs), Semi-Supervised 

Convolutional Neural Networks (SSCNNs) with 

self-learning, Denoising Auto Encoders (DAE) 

 that relied on both labeled and unlabeled input 

data. 

 
 

III.EXISTING SYSTEM 

The IDx-DR is an autonomous AI system 

developed by IDx Technologies that specializes in 

the early detection of diabetic retinopathy, a 

leading cause of blindness among adults. The 

system utilizes a deep learning algorithm to 

analyze retinal images captured with a fundus 

camera. It operates without the need for direct 

oversight by a healthcare provider, making it 

suitable for deployment in primary care settings. 

Autonomous Operation: IDx-DR functions 

autonomously, meaning it can analyze retinal 

images and provide diagnostic assessments 

without direct involvement from an 

ophthalmologist or specialist. Fundus Image 

Analysis: The system analyzes high-resolution 

images of the retina obtained through a standard 

fundus camera. It identifies signs of diabetic 

retinopathy, including microaneurysms, 

hemorrhages, exudates, and neovascularization. 

FDA Clearance: IDx-DR is the first autonomous 

AI system to receive clearance from the U.S. Food 

and Drug Administration (FDA) for the detection 

of diabetic retinopathy without the need for a 

physician's interpretation. This clearance 

demonstrates its safety and efficacy for clinical 

use. Clinical Utility: By enabling early detection of 

diabetic retinopathy, IDx-DR facilitates timely 
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intervention and management, reducing the risk of 

vision loss and improving patient outcomes. It 

streamlines the screening process, making it more 

accessible to patients in primary care settings. 

IDx-DR is implemented in various healthcare 

facilities, including primary care clinics, diabetes 

clinics, and community health centers. It is 

integrated into existing workflows, allowing 

healthcare providers to easily capture and upload 

retinal images for analysis. The system generates 

diagnostic reports indicating the presence or 

absence of diabetic retinopathy, enabling clinicians 

to make informed decisions regarding patient care. 

Overall, IDx-DR exemplifies the successful 

integration of AI and machine learning in 

healthcare, demonstrating the potential to improve 

disease detection, enhance patient access to 

screening services, and ultimately prevent vision 

loss due to diabetic retinopathy 
 

 

 

 

IV.PROPOSED SYSTEM 

 

The paper presents the idea to differentiate the 

difference between pathological and healthy 

images.The texture of fundus image with its 

discrimination properties has to be investigate 

in this paper. For this purpose, Local Binary 

Patterns (LBP) as a texture descriptor are used 

and which is compared with other descriptors 

such as LBP filtering (LBPF) and local phase 

quantization (LPQ). The aim of the paper is 

distinguish between diabetic retinopathy (DR), 

age-related macular degeneration (AMD) and 

normal fundus images and analyze the 

background of retina. The lesion segmentation 

is avoided in testing of eye due to the 

disadvantage time consumption and potential 

inaccuracy. Hence local binary pattern 

algorithm is implemented in retina texture and 

can useful in a diagnosis system for retinal 

disease screening. 

 
 

Data Acquisition Module: 

EyeGuardAI will integrate with existing electronic 

health record (EHR) systems to acquire patient 

data, including medical history, demographics, and 

ocular imaging such as fundus photographs and 

optical coherence tomography (OCT) scans. 

The platform will support interoperability with 

various imaging devices and data formats to ensure 

seamless data integration and accessibility. 

 

Image Processing and Feature Extraction: 

EyeGuardAI will employ sophisticated image 

processing techniques to preprocess ocular images 

and extract relevant features indicative of eye 

diseases, including diabetic retinopathy, glaucoma, 

and age-related macular degeneration (AMD). 

Feature extraction algorithms will identify key 

biomarkers such as microaneurysms, hemorrhages, 

cup-to-disc ratios, and retinal thickness 

measurements from fundus images and OCT 

scans. 

 

Deep Learning-based Diagnosis: 

Deep learning architectures, including 

convolutional neural networks (CNNs) and 

recurrent neural networks (RNNs), will be 

employed for automated classification of ocular 

images. 

Trained on large-scale annotated datasets, these 

models will accurately classify images into various 

disease categories, enabling rapid and reliable 

diagnosis. 

 

Predictive Analytics Module: 

EyeGuardAI will incorporate predictive analytics 

models to analyze patterns in ocular biomarkers 

and patient data to forecast the likelihood of 

developing associated health conditions. 

By integrating ocular manifestations with systemic 

health parameters such as blood pressure, glycemic 

control, lipid profiles, and genetic predispositions, 

the platform will predict the onset of conditions 

such as cardiovascular diseases, diabetes mellitus, 

and neurodegenerative disorders.  

http://www.jetir.org/


© 2024 JETIR April 2024, Volume 11, Issue 4                                                 www.jetir.org (ISSN-2349-5162) 

JETIR2404F77 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org o555 

 

− 
− 

 

 

   

 

V.METHODOLOGY 
 

IMAGE ENHANCEMENT 

 

Prior to processing, image-enhancing 

techniques were applied, including contrast 

enhancement and lighting adjustments, to improve 

the informational content and visual 

Navg = 
Ng

 

where  Navg   represents the number of pixels on 

average, Ng denotes the number of grey levels 

inside the contextual zone.   Ncr xp   represents the 

amount of pixels in the contextual region’s x 

direction. Ncr yp represents the amount of pixels in 

the contextual regions y direction, then figure out 

the real clip limit. 

Ncl = Nclip × Navg 

CLAHE is a helpful method in biological 

image processing since it effectively highlights the 

key parts 

 

Illumination Modification: This preprocessing 

approach attempts to minimize the scenario effect 

introduced by retinal images with inconsistent 

illumination . The following formula is used to 

determine the intensity of each pixel: 

pi = p0 + µd − µl   

 where p0 and pi represent the initial and current 

pixel sizes, 

µd represents the target average intensity, and µl 

represents the local average intensity, respectively . 

This procedure amplifies the appearance of formatted 

microaneurysms on the retinal surface. 

 

IMAGE AUGMENTATION 

DL models exhibit superior performance when 

provided with substantial volumes of data for 

learning purposes. Hence, the term ‘‘data 

augmentation’’ encompasses a group of procedures 

used to expand the training data size without 

adding any new examples. As a result, geometric 

changes including flipping, rotation, mirroring, 

and cropping are dis- cussed as part of the picture 

augmentation methods covered in this study. Real-

time image augmentation was facilitated using the 

Keras Image Data Generator class, ensuring that 

the selected model would obtain image variations 

during each iteration. In this study, the utilized 

Image Data Generator class possesses the 

capability to mitigate overfitting of the selected 

model by maintaining a consistent dynamic range 

in the generated images as compared to the 

originals. 

The models are trained, they undergo evaluation to 

assess their performance. This evaluation is crucial 

for determining the efficacy and reliability of the 

models in real-world scenarios. Key evaluation 

metrics include accuracy, sensitivity, specificity, 

and the area under the receiver operating 

characteristic curve (AUC-ROC). Employing 

techniques like cross-validation helps ensure the 
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robustness and generalization of the models across 

different datasets, mitigating the risk of overfitting 

and improving their applicability to diverse patient 

populations. By rigorously evaluating the models, 

we can gain confidence in their ability to 

accurately diagnose ocular diseases and predict 

associated health conditions, ultimately 

contributing to improved patient outcomes and 

healthcare decision-making. 

Continuously refine and improve the AI system 

based on feedback from validation studies and 

real-world deployment. Incorporate new data and 

insights to enhance the system's accuracy, 

reliability, and scalability. Emphasize ongoing 

collaboration between data scientists, clinicians, 

and healthcare stakeholders to ensure the system 

meets clinical needs effectively. 

 

 

VI.MODULES 

 

Convolutional Neural Networks (CNNs): 

 

CNNs are highly effective for image 

classification tasks, making them well-suited 

for analyzing ocular images such as fundus 
photographs and OCT scans. These models 

can automatically learn hierarchical features 

from raw image data, enabling accurate 

identification of pathological features 

associated with various eye diseases. 

 

Support Vector Machines (SVMs): 

 

SVMs are versatile classifiers capable of 

handling both linear and non-linear data. They 

can be employed for both image-based 

classification tasks and predictive analytics 

using tabular data from patient health records. 

SVMs are particularly useful for binary 

classification tasks and can provide 

interpretable decision boundaries. 

 

Decision Trees and Random Forests: 

 

Decision trees and ensemble methods like 

random forests are valuable for both 

classification and regression tasks. Decision 

trees offer transparent decision-making 

processes, making them useful for 

understanding the underlying factors 

contributing to ocular diseases and associated 

health conditions. Random forests combine 

multiple decision trees to improve 

generalization and robustness. 

 

Recurrent Neural Networks (RNNs): 

 

RNNs are suitable for sequential data analysis 

and can be applied to time-series data from 

longitudinal studies or continuous monitoring 

of ocular biomarkers. They can capture 

temporal dependencies and detect patterns in 

disease progression or health condition 

changes over time, providing valuable insights 

for early detection and intervention. 

 

Gradient Boosting Machines (GBMs): 

 

GBMs, such as XGBoost and LightGBM, are 

powerful ensemble learning techniques 

capable of achieving high predictive 

performance. They excel in handling 

heterogeneous data types and complex feature 
interactions, making them suitable for 

integrating multimodal data sources in ocular 

disease diagnosis and health condition 

prediction tasks. 

 

Long Short-Term Memory (LSTM) Networks: 

 

LSTM networks, a type of RNN, are well-

suited for processing sequential data with 

long-range dependencies. They can be applied 

to time-series data from ocular imaging or 

patient health records to model complex 

temporal dynamics and predict future disease 

progression or health outcomes with high 

accuracy. 

 

 

VI.FUTURE ENHANCEMENT 

 

Comprehensive Patient Profiling: By 

incorporating diverse data sources, the system 

can create more comprehensive patient 

profiles, capturing a broader range of factors 

that contribute to ocular diseases and 

associated health conditions. This holistic 

approach enables a deeper understanding of 

individual risk factors and personalized 

healthcare management strategies. 

 

Improved Predictive Accuracy: Multimodal 

data fusion allows the system to leverage 

complementary information from different 
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sources, enhancing predictive accuracy and 

reliability. By combining genetic 

predispositions, lifestyle behaviors, and 

environmental factors with ocular biomarkers 

and clinical data, the system can better 

anticipate disease onset and progression, 

enabling proactive interventions and 

personalized treatment plans. 

 

Early Detection of Systemic Diseases: 

Integrating data from wearable sensors and 

continuous monitoring devices enables early 

detection of systemic diseases that manifest 

through ocular manifestations. For example, 

changes in retinal microvasculature patterns 

could indicate cardiovascular diseases or 

diabetes mellitus, providing early warning 

signs for clinicians to intervene and mitigate 

risks. 

 

Dynamic Risk Assessment: Multimodal data 

fusion facilitates dynamic risk assessment by 

continuously updating patient profiles with 

real-time data streams. This enables the 

system to adapt to changing patient conditions 

and environmental factors, providing timely 

recommendations and interventions to 

optimize patient outcomes. 

 

Research and Discovery: The integrated 

analysis of multimodal data can uncover novel 

associations and biomarkers relevant to ocular 

diseases and systemic health conditions. This 

contributes to ongoing research efforts aimed 

at elucidating disease mechanisms, identifying 

new therapeutic targets, and refining 

predictive models for improved clinical 

decision-making. 

 

VII.CONCLUSION 

 

This work presents a method for identifying 

multi-class DED, which has not been 

thoroughly described in ear- lier research. A 

number of DL performance optimization 

strategies have been used, including image 

enhancement methods, like extracting the 

green channel, CLAHE, and illumination 

correction, were applied. Subsequently, image 

segmentation methods such as the Tyler Coye 

Algorithm, Otsu thresholding, and Circular 

Hough Transform are applied to extract the 

essential ROI’s such as extraction of features 

like BV, the macular region, and the optic 

nerve from the raw ocular fundus images. 

After preprocessing, these images are trained 

using EfficientNetB7 model that outperformed 

among the four pre-trained models ResNet50, 

VGG-16, Xception, and EfficientNetB7 and 

the proposed DCNN model. The proposed 

DCNN methodology holds promising results 

for the CA, DR, GL, and NORMAL detection 

tasks, achieving accuracies of 96.43%, 

98.33%, 97%, and 96%, respectively. 

Automatic identification capabilities that are 

highly selective across categories are another 

advantage of DL. This approach helps 

overcome the technical constraints linked to 

the analytical and frequently subjective 

process of manual feature extraction. 

Moreover, the study incorporated 

comprehensive datasets from various origins 

to assess the system’s robustness and its 

capacity to handle real-world scenarios. The 

proposed model streamlines labor-intensive 

eye-screening procedures and acts as a 

supplementary diagnostic tool, minimizing 

human subjectivity. 
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