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Abstract :  A campus placement prediction system is developed to calculate the possibility of a student getting jobs in a company 

through campus placements. The model takes many parameters which can be used to get an idea about the skill level of the student. 

While some data are taken from the college level like academic performance, CGPA, pointers, attendance etc others are obtained 

from tests conducted in the placement management system. Combining these data points, the model is to accurately predict if the 

student will or will not be placed in a company. Also, Data from past year students are used for training the model. We are using 

educational data mining by which we can get real past year's students data of that specific college. This will help the machine 

learning model to be more effective about the predictions of that particular college. The purpose behind this placement prediction 

system is to help students improve their results, academic performance and also develop another soft skill that will help them to 

maximize their chance of getting placed. Such a study will help the faculties of the college to train the students accordingly and 

improve the placement department of their institutions. This will give an idea about how students are doing and will ensure their 

institution can satisfy the needs of recruiters. For this supervised machine learning especially logistic regression is better, Logistic 

model designing plays a key role to get correct predictions. This process includes the selection of tuples for training data and their 

preknown outcome often known as real data. 

IndexTerms - Data Mining, Campus Placement, Logistic Regression, EDM, Supervised Learning, Logistic Function, Machine 

Learning  

I. INTRODUCTION 

Placements are considered to be very important for each and every college. The basic success of the college is measured by the 

campus placement of the students. Every student takes admission to the colleges by seeing the percentage of placements in the 

college. Hence, in this regard the approach is about the prediction and analyses for the placement necessity in the colleges that 

helps to build the colleges as well as students to improve their placements. In Placement Prediction system predicts the 

probability of a undergrad students getting placed in a company by applying classification algorithms such as Decision tree and 

Random forest. The main objective of this model is to predict whether the student he/she gets placed or not in campus 

recruitment. For this the data consider is the academic history of student like overall percentage, backlogs, credits. The algorithms 

are applied on the previous year’s data of the students. 

 

II. LITERATURE SURVEY 

In this section, we reference, to the best of our knowledge, some studies related to the utilization of Artificial Intelligence (AI) 

and Machine Learning (ML) for enhancing financial management systems. This exploration delves into the cutting-edge 

technologies and their potential to revolutionize HRMS finance tools, investment analysis, and valuation prediction. 
In [1], "A Comparative Study of Machine Learning Algorithms for Campus Placement Prediction" by R. Gupta, N. Sharma, and 

A. Singh (2020), the researchers conducted a comparative study of various machine learning algorithms for campus placement 

prediction. The study evaluated algorithms such as logistic regression, decision trees, k-nearest neighbors (KNN), and neural 

networks based on accuracy metrics and computational efficiency. While providing valuable insights into different ML algorithms, 

the paper identified a gap in the exploration of feature engineering techniques and the incorporation of unstructured data, which could 

enhance prediction accuracy. 

 
In [2], "Campus Placement Prediction System Using Machine Learning Techniques" by Ankit Yadav, Nitin Pandey, and Priyanka 

Gautam (2021), the authors proposed a campus placement prediction system using machine learning algorithms such as decision 

trees, random forest, and k-nearest neighbors (KNN). The system utilized features like academic performance, skills, and 

demographics to predict placement outcomes. This work fills a gap by applying machine learning to campus placement prediction, 

showcasing the potential for more accurate and data-driven decision-making in student placements. 
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In [3], "Predicting Campus Placements using Machine Learning Techniques" by Divya Sharma and Vipin Kumar Sharma (2022), 

the researchers explored the use of support vector machines (SVM) and artificial neural networks (ANN) for predicting campus 

placements. Factors such as academic performance, technical skills, and communication skills were considered for prediction. This 

research contributes by comparing the performance of SVM and ANN for campus placement prediction, offering insights into the 

effectiveness of different machine learning approaches in this domain. 

 
In [4], "Campus Placement Prediction using Machine Learning Algorithms" by Snehal Borse, Pranav Dixit, and Kunal Gaikwad 

(2023), the paper presented a comparative analysis of machine learning algorithms including logistic regression, decision trees, and 

gradient boosting machines (GBM) for campus placement prediction. Academic scores, aptitude test results, and interview 

performance were among the factors considered. The study addressed the gap by evaluating multiple machine learning algorithms 

specifically for campus placement prediction, highlighting the strengths and weaknesses of each algorithm. 

 
In [5], "Predictive Analysis of Campus Placements using Machine Learning" by Rohit Kumar and Pooja Singh (2024), the paper 

employed a hybrid approach combining decision trees and genetic algorithms (GA) for campus placement prediction. A wide range 

of features such as academic records, technical skills, extracurricular activities, and personality traits were considered. This research 

fills a gap by introducing a hybrid machine learning model for campus placement prediction, leveraging the strengths of both decision 

trees and genetic algorithms to enhance prediction accuracy. 

 

III. METHODOLOGY 

 

3.1 Dataset  

 

 The dataset we are using is a placement.csv file, imported from Kaggle. The dataset consists of 215 rows and 15 columns. 

The first five rows of the dataset are as follows: 

 

 
 

Fig-1: Dataset Statistics 1 

 

 
 

 

Fig-2 Dataset Statistics 2 
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Fig-3: Dataset Statistics 3 

 

The status column is our target feature. It has two values: Placed and Not placed. The columns in the dataset are processed and 

encoded to convert from categorical to numerical data. The training-testing split is 80-20 with a random state of 42. 

 

 
Fig-4: Dataset Statistic 4 

 

3.2 Proposed System 

 This chapter includes a brief description of the proposed system and explores the different modules involved along with 

the various models through which this system is understood. We are using six models for model training. The model with the best 

accuracy will be chosen for predictions. 

 

Logistic Regression: 

Logistic Regression is a statistical method used for binary classification problems, modeling the probability that a given input 

belongs to a particular class. It employs the logistic function to compute the probability. 

 

K-Nearest Neighbors (KNN): 

K-Nearest Neighbors (KNN), on the other hand, is a non-parametric and lazy learning algorithm utilized for classification and 

regression tasks. It makes predictions based on the majority class among its K nearest neighbors in the feature space, without a 

specific formula; rather, it relies on a majority vote or averaging of values. 

 

Support Vector Machine (SVM): 

Support Vector Machine (SVM), a supervised learning algorithm, seeks to find the hyperplane that best separates classes in the 

feature space. For linearly separable data, the decision boundary is defined by a hyperplane, and SVM aims to maximize the margin 

between classes.  

 

Decision Tree: 

Decision Tree, another supervised learning algorithm, partitions the feature space into regions and predicts the target variable based 

on majority class or average value within each region. 

 

Random Forest: 

Random Forest, an ensemble learning method, constructs multiple decision trees during training and aggregates their predictions 

for classification or regression tasks, providing robustness against overfitting. 
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Gradient Boosting: 

Lastly, Gradient Boosting builds a strong predictive model by sequentially adding weak learners and correcting errors made by 

previous models. It fits new models to residual errors, minimizing a loss function over the ensemble of models. These algorithms 

offer a diverse set of tools for various machine learning tasks, each with its own strengths and applications. 

 

 

 
 

Fig- 5 Model Accuracy in Graph 

 

As shown in above graphs, LR (Logistic Regression) has the highest accuracy. The algorithms are evaluated using the performace 

metrics “Accuracy”. It is used for classification problem evaluation. It is imported using the following code:  

 

from sklearn.metrics import accuracy_score 

 

 

Hence, LR is chosen for final predictions. The model is trained using training data. The model is then stored using joblib as 

‘model_campus_placement’, so that it can be imported later for predictions.  
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Fig-6: System Architecture 

 

IV. RESULT AND DISCUSSION 

This section includes the final snapshots of our project. We used the tkinter tool for creating a simple and user-friendly GUI.  

 
Fig 7- Training and validation loss for investment analysis 
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