
 © 2024 JETIR May 2024, Volume 11, Issue 5                                                      www.jetir.org (ISSN-2349-5162) 

 

JETIR2405504 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org f37 

 

GESTURE CRAFT SLIDER 
 

$ Dr. Sunitha K , ∗ Jeevan N Y, † Karthik P, ‡ Maithreya T M, ¶ S Prajwal  

            Department of Information Science and Engineering, RNS Institute of Technology, 

Bengaluru, India 

ABSTRACT 

This research investigates the use of the ’cvzone’ library for hand 

gesture recognition, which is an important part of improving human- 

computer interaction. We create a system capable of interpreting 

and responding to a range of hand motions using computer vision 

techniques and machine learning. Our strategy, which real-time 

image processing, yields encouraging results in terms of accuracy 

and responsiveness. This technology’s which are used in the 

project promises a more intuitive and engaging user experience. 
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1 INTRODUCTION 

We are currently living in the Industry 4.0 era. The industrial 

revolution is gaining momentum. Artificial intelligence, 

automation, big data, and the internet of things (IoT) are always 

required in industries. Data centers are critical components of the 

modern digital world, acting as the foundation for the expanding 

demand for cloud computing and online services. With ever-

increasing data volumes and the demand for real-time processing, 

data center energy usage has become a major concern. The global 

expense and environmental consequences of high energy 

consumption require novel ways to increase energy efficiency in 

these facilities. 

In this research, we look at the development and testing of a 

’cvzone’-based hand gesture identification system. Our key goals 

are as follows: 

1. Research: ’cvzone’ library overview. This section provides 

an overview of the ’cvzone’ library, introducing its features, core 

capabilities, and integration with ’OpenCV’ for computer vision 

tasks. 

2. Construction: Build a model based on the functions of image 

processing, evaluation and recognition of hand gesture. 

In conclusion, the purpose of this research is to investigate the 

possibilities and challenges of implementing hand motion 

detection with the ’cvzone’ library. We hope to contribute to the 

advancement of natural and intuitive human-computer interactions 

by harnessing the power of computer vision and machine learning, 

ushering in a new era of technology accessibility and user 

engagement. 

2 RELATED WORK 

The field of hand gesture recognition has made significant advances 

through the use of Python libraries such as CVZone, e.g. This study 

[1] was conducted on a humanoid robot with an upper body 

implementing CVZone for real-time hand gesture recognition. 

Performance was evaluated at different distances and 

brightness levels, with the highest success rate observed at the 

shortest distance (50 cm) in medium light environments. In 

another survey [2], hand gesture recognition was discussed in 

the context of enhancing user interaction in artificial intelligence. 

This research also uses Python libraries, including OpenCV and 

cvzone2, for image capture, preprocessing, and image detection. 

These tools are used in conjunction with mapped action pairs to 

perform specific tasks. A real-time on-device hand gesture 

recognition (HGR) system was presented in another study [3]. 

The system is capable of detecting a predefined set of static 

gestures from an RGB camera, showing potential for real-time 

applications. Furthermore, this study [4] leveraged a large ASL 

dataset and advanced techniques to capture the intricate details and 

movements of ASL gestures accurately. This study highlights the 

potential of these techniques in understanding complex 

gestures. On the other hand, with a small dataset, there is a 

comparison of some methods [5]. Wide-DenseNet without 

transfer learning and PrototipicalNetworks with transfer 

learning were figured out to have the best result. In the context 

of Data-Free Class-Incremental Learning, this study [6] presents 

BOAT-MI, a Boundary-Aware Prototype Model Inversion, 

which delves deeper into the choice of the best sample for 

inversion thereby bringing significant improvements compared 

to traditional methods. Another technique for hand recognition 

problems is using a Temporal Convolution Net- work for Hand 

Action Recognition Framework [7]. The framework employs a 

simplified skeleton representation, standardization steps to 

enhance generalization, and a motion summarization module 

for efficient per-frame descriptor processing. With low-resolution 

thermal images, M. Vandersteegen et al. [8] introduced a hand 

gesture recognition model with a lightweight, low-latency 

algorithm, which combines a 2D Convolutional neural network 

(CNN) with a 1D Temporal Neural Network (TCN). This study 

addresses the challenges of low-cost processors. These studies 

provide a comprehensive overview of the current state-of-the-art 

techniques in hand gesture recognition using CVZone. However, 

there is still room for improvement and exploration which this 

study aims to achieve. 

 

3 METHOD 

Hand Recognition, an intricate field that has undergone decades 

of extensive research and development, necessitates the 

application of sophisticated algorithms and advanced 

techniques. With of the challenges within this problem, we 

introduce ’cvzone’ as a stream- lined solution for hand 
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recognition, meticulously developed on the MediaPipe framework. 

Cvzone distinguishes itself by delivering exceptional performance, 

easy for use and rapid data processing, facilitated by its robust 

hand detection algorithm. It also boasts high practicality, with 

integrated functions for the preprocessing of raw data sourced 

from images and videos. The foundation of cvzone on the Google 

MediaPipe platform ensures both operational stability and 

commendable performance. This innovative approach signifies a 

substantial leap forward in the realm of hand recognition, elevating 

the precision and efficiency of recognition procedures through the 

judicious amalgamation of contemporary technology and advanced 

algorithms. In the context of Hand Recognition, CVZone has 

developed a solution based on the MediaPipe Hand Landmarker 

framework. This is a straightforward approach to detect and 

identify key points on the hand in images. This method operates on 

image data using Machine Learning, be it static data or a 

continuous stream, and subsequently provides information such as 

key landmarks on the hand based on image coordinates and 

information regarding whether it’s the left or right hand for 

multiple detected hands. The model for identifying these hand 

landmarks consists of 21 coordinates rep- resenting the positions of 

hand joints. A connecting line is drawn between these key points, 

and the angles between them are meticulously calculated. This 

intricate process ensures the precision of hand gesture detection in 

a realtime  setting. To reduce complexity during operation, this 

method utilizes the region defined by the landmark points in the 

initial frame to determine the hand’s position in subsequent frames. 

The hand recognition method is only activated when no hand is 

detected or when tracking is lost. This helps reduce the frequency 

of re-invoking the recognition model from the beginning, thereby 

improving the model’s performance. 

The cvzone method represents a significant advancement in the 

field of hand recognition, grounded in the technical prowess of 

the MediaPipe framework. Its streamlined and dependable nature 

positions it as a valuable tool for a wide range of scenarios. The 

method’s continued evolution through focused research and 

development will be instrumental in addressing current limitations 

and expanding its utility. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 : 21 Key Poins in Hand 

 

Figure 3.2: Model Work 

Figure 3.3: Import and use Cvzone 

 

4 EXPERIMENT 

a. Data 

We compiled our dataset by inviting multiple individuals to 

participate in model testing, utilizing a webcam for data 

collection. This effort resulted in an extensive dataset that 

comprises over 100 test images. This diverse dataset not only 

enhances the depth of our resources but also strengthens the 

model’s robustness. 

 

b. Model’s hyperparameters 

HandDetector Model has 5 parameters as follow: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 : Model Testing 

 

 

      Figure 4.2: Example about 

data 

staticMode (Static Mode): 

It controls whether the detector should perform hand 

detection on each image or on a sequence of images. 

When staticMode is set to True, the detector will perform 

hand detection on each image. This is slower, but it can 

be more accurate in cases where the hand position is 

changing rapidly. When staticMode is set to False, the 

detector will perform hand detection on a sequence of 

images. This is faster, but it can be less accurate in cases 

where the hand position is changing rapidly. 

 

maxHands (Maximum Number of Hands): 

It controls the maximum number of hands that the 

detector will attempt to detect in each image. When 

maxHands is set to 1, the detector will only attempt to 

detect one hand in each image. When maxHands is set to 

2, the detector will attempt to detect two hands in each 

image. 

 

http://www.jetir.org/


 © 2024 JETIR May 2024, Volume 11, Issue 5                                                      www.jetir.org (ISSN-2349-5162) 

 

JETIR2405504 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org f39 

 

modelComplexity (Model Complexity of Hand Landmark 

Model): 

It controls the complexity of the hand landmark model 

used by the detector. The higher the modelComplexity 

value, the more accurate the landmark detection will be, but 

it will also be slower. 

 

detectionCon (Minimum Detection Confidence Threshold): 
It controls the minimum detection confidence threshold used 

by the detector. The higher the detectionCon value, the more 

confi- dent the detector must be in a detection before it will 

be considered valid. right balance between reliable detections 

and the number of detections. 

 

minTrackCon (Minimum Tracking Confidence Thresh- 

old): 

 It controls the minimum tracking confidence threshold 

used by the detector. This threshold determines how 

confident the de- tector needs to be in a detection before it 

will be considered a valid track. A higher minTrackCon 

value means that the detector will be more likely to track 

hands that are moving slowly or smoothly, while a lower 

minTrackCon value means that the detector will be more 

likely to track hands that are moving quickly or erratically. 

 

c. Testing process 

After collecting a diverse set of 100 image samples, 

encompassing a range of characteristics, sizes, and angles, 

comprising two categories: Palm and Dorsal side of the hand, 

we conducted rigorous testing and analysis. This included 

statistical assessments,  and result reporting. 

 

d. Evaluation metrics 

The accuracy metric was chosen for three specific reasons: 

 Comprehensive Evaluation: Accuracy is an 

overarching metric that provides an overall 

assessment of the model’s capability in classifying 

objects or events. 

 Representation of Precision: It offers insight into 

the model’s ability to make both correct and incorrect 

classifications, making it a versatile metric for 

overall performance evaluation. 

 Model Comparison: Accuracy enables the 

comparison of performance across different 

models based on the ratio of correct predictions. 

In this case, accuracy serves as an appropriate and well-

rounded metric to assess the model’s performance and compare it 

to other models. 

 

e. Describing the result 

The model has been tested on 100 images, including two types: 

Palm and Dorsal side of the hand. Here are the characteristics 

of these two types of images and the reasons for better 

performance with Palm images: 

Palm Images: 

Characteristics: Palm images typically show the front side of a 

hand, where the palm is exposed. These images often have 

clear and distinguishable features, such as fingers, palm lines, and 

nails. Better Performance: The model performs better on Palm 

images due to the well-defined features present in these images. 

The distinct landmarks on the palm, fingers, and nails provide 

more salient points for the model to detect, making it easier to 

track the hand accurately. 

Dorsal Side of the Hand Images: 

Characteristics: Dorsal side images show the backside of 

the hand, which generally has fewer prominent features 

compared to the palm. They often lack distinctive landmarks 

found on the palm side. 

Performance Challenge: The model may have a slightly 

harder time with Dorsal side images because of the relative 

lack of dis- cernible features. The absence of palm lines, 

fingernails, and detailed hand contours can make it more 

challenging for the model to detect and track the hand correctly. 

5 DISCUSSION 

The model demonstrates optimal performance when 

recognizing the palm side of the hand under well-illuminated 

conditions, approaching near-perfection. During the testing 

phase, involving over 100 samples categorized into two 

primary labels: ’Dorsal side of the hand’ and ’palm,’ we 

obtained near-flawless results for palm recognition. However, 

when working with ’Dorsal side of the hand’ samples, the 

success rate decreased to 79 percent. 

 

 

 

Figure 5.1: The Accuracy of Data 

 

The results indicate that the model performs effectively and 

reliably with real-time images from the camera. This is 

crucial for applications such as recognizing gestures of 

individuals with disabilities, controlling robotic arms, or 

interacting with computer keyboards. These are pressing and 

practical societal needs. 

 

The model exhibits several advantages and disadvantages. 

On the positive side, it performs impressively in well-lit 

conditions and demonstrates robust recognition of the palm 

side, achieving high accuracy in most cases. Furthermore, the 

model operates smoothly, is lightweight, and remains stable 

when all image conditions are met. However, there are some 

drawbacks. The model’s performance significantly deteriorates in 

low-light environments, and it struggles with the recognition of 

the ’Dorsal side of the hand’. Moreover, it lacks mobility as 

it has not yet been implemented on web or smartphone 

platforms. 
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Finger Array Gesture Description 

[1, 0, 0, 0, 0] Left Gesture 

Thumb up, other fingers 

down, hand at face height. 

Navigates to the previous 

image. 

[0, 0, 0, 0, 1] Right Gesture 

Thumb down, little finger up, 

hand at face height. 

Navigates to the next image. 

[0, 1, 1, 0, 0] Pointer Gesture 

Index and middle fingers up. 

Highlights index finger 

position on the current 

image. 

[0, 1, 1, 1, 1] Zoom In Gesture 
All fingers except thumb up. 

Increases zoom scale. 

[1, 1, 1, 1, 1] Zoom Out Gesture 

All fingers up. Decreases 

zoom scale (never below 

1.0). 

[0, 1, 0, 0, 0] Marker Gesture 

Only index finger up. Marks 

index finger position as an 

annotation point on the 

current image. 

[0, 1, 1, 1, 0] Eraser Gesture 

Index, middle, and ring 

fingers up, others down. 

Removes the last annotation 

point. 

[1, 1, 0, 0, 1] Exit Gesture 

Thumb, index, and little 

fingers up, others down. 

Exits the program. 

[0, 0, 0, 1, 1] 
Clear All 

Annotations 

Ring and little fingers up, 

others down. Clears all 

annotations. 

  Figure 5.2 Gesture Table 

 

6 RESULTS 

 

 
 

 

 

 

 

 

 

  Figure 6.1 Gesture for next slide 

 

Fig 6.1 illustrates a gesture for advancing slides by raising 

the right hand with thumb down and little finger up. Detection 

triggers imgNumber increment to display the next image. The 

gesture, signaled by fingers [0, 0, 0, 0, 1], simulates flipping to 

the next slide in presentations, enhancing presenter interaction. 

This common feature streamlines slide transitions without 

direct computer interaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 6.2 Gesture for previous slide 

 

Fig 6.2 depicts the "previous slide" gesture, activated by 

raising the left hand with thumb up and other fingers down. 

When detected, the program decrements imgNumber to display 

the previous image. Triggered by fingers [1, 0, 0, 0, 0], it 

mirrors real-world actions of flipping through slides, enhancing 

presenter control and software interaction. These gestures ensure 

smooth slide transitions, promoting fluidity and continuity in 

presentations, benefiting both presenters and audience members. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 6.3 Gesture for pointer slide 

 

Fig 6.3 introduces the "pointer" gesture, activated when the 

user extends their index and middle fingers while keeping others 

closed. This command triggers the appearance of a red filled 

circle at the index finger's position on the screen, serving as a 

visual aid to highlight specific areas of interest. This interactive 

feature enables presenters to emphasize key points and 

dynamically direct audience attention during presentations, 

contributing to clearer and more effective delivery. 
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  Figure 6.4 Gesture for zoom in 

Fig 6.4 illustrates the "zooming in" gesture, allowing users 

to adjust the scale of displayed content for closer examination 

during presentations. Activated by extending index, middle, 

ring, and little fingers while keeping the thumb closed, this 

gesture initiates the zoom-in functionality. Upon detection, the 

program gradually increases the zoom scale, providing smooth 

transitions and precise control over magnification level. This 

intuitive feature enhances visibility and interactivity without 

complex keyboard shortcuts or mouse interactions, contributing 

to clearer and more engaging presentations for both presenters 

and audience members. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 6.5 Gesture for zoom out 

 

Fig 6.5 introduces the "zooming out" gesture, enabling users 

to decrease the scale of displayed content for a broader view or 

swift navigation through presentation material. Recognized by 

an extended open hand gesture, the program gradually reduces 

the zoom scale upon detection, allowing users to step back 

from specific details and gain a broader perspective. This 

intuitive functionality facilitates smooth transitions between 

different sections or topics, enhancing user interaction and 

engagement. Complementing the "zooming in" feature, the 

"zooming out" gesture offers comprehensive control over 

content scale, empowering presenters to deliver dynamic 

presentations while providing audiences with flexible 

exploration options. 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6 Gesture for marker 

 

Fig 6.6 introduces the "Marker" gesture, allowing users to 

annotate specific points of interest within the presentation 

content. Triggered by raising the index finger while keeping 

others down, resembling a pointing gesture, this action 

activates annotation mode. Upon detection, users can mark or 

annotate the material by placing filled circles at desired 

locations on the screen. This feature fosters interactive 

engagement, enabling presenters to emphasize key points and 

enhance audience understanding. By utilizing the "Marker" 

gesture, presenters dynamically direct attention and improve the 

overall clarity and effectiveness of their presentations, 

promoting clearer communication and audience engagement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 6.7 Gesture for erase 

Fig 6.7 shows the gesture to erase. The "Eraser" gesture 

implemented in the provided code serves as a means for users to 

remove or delete annotations or markings made during the 

presentation. When the user performs the raising of index, middle 

and ring finger resembling an erasing motion, the program 

interprets this action as a command to activate the eraser mode. 

Upon detecting the "Eraser" gesture, the program removes the most 

recent annotation or marking from the presentation content. This is 

achieved by removing the last annotation entry from the list of 

annotations, effectively erasing the most recent addition. The eraser 

mode provides users with the flexibility to correct or modify 

annotations as needed during the presentation. By utilizing the 

"Eraser" gesture, presenters can dynamically adjust the content on 

the fly, ensuring clarity and accuracy throughout their presentation 

delivery. Overall, the "Eraser" gesture enhances the interactive and 

dynamic nature of presentations by providing users with the 

capability to remove or modify annotations, ensuring smooth and 

effective communication of ideas and concepts to the audience. The 

"Eraser" gesture enhances presentation interactivity by enabling 

dynamic removal or modification of annotations, ensuring smooth 

and accurate communication of ideas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 6.8 Gesture for exit 

 

Fig 6.8 presents the "exit" gesture, allowing users to end 

presentations by raising the thumb, index, and little fingers 
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while lowering the others. Detection prompts the program to 

exit the main loop, halting presentation execution and closing 

the window. This intuitive gesture streamlines the conclusion 

of presentations, enhancing user experience for both presenters 

and audience members. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9 Gesture for clearallannotations 

 

Fig 6.9 illustrates the "Clearing all annotations" gesture, 

activated by raising the ring and little fingers while lowering 

others. Detection triggers the program to empty the annotation 

list, providing users with a clean slate. This intuitive gesture 

streamlines content reset without manual deletion, enhancing 

presentation efficiency. It enables seamless transitions and 

dynamic content adjustment for effective communication. 

 

 

7 SUMMARY 
We propose a straightforward solution to the intricate 

challenge of hand recognition. Historically, this problem has posed 

significant difficulties. However, our suggested approach 

introduces an efficient and rapid resolution. CVzone excels in 

projects requiring real-time image processing and hand gesture 

recognition, particularly in well-lit conditions. However, it faces 

notable limitations. CVzone’s performance deteriorates 

significantly in low-light scenarios, and its lack of mobility 

restricts its use on web platforms and on resource-constrained 

devices such as Raspberry Pi computers. These limitations 

highlight the crucial areas that necessitate focused attention and 

development. Envisaging the future, CV- zone holds the potential 

to serve as a proficient tool for a wide spectrum of projects, thanks 

to its streamlined and dependable nature. In the pursuit of 

expanding upon this concept, we recognize the need for further 

research and development. Addressing CVzone’s low-light 

performance and optimizing its compatibility with web and 

resource-constrained platforms will be essential. Additionally, 

exploring applications beyond hand recognition, such as gesture-

based control systems, and enhancing the user experience for 

individuals with disabilities are promising directions. 

 

This progress in hand recognition not only showcases the 

evolution of technology but also underscores its capacity to 

address real-world challenges and societal needs. In the 

journey ahead, we anticipate witnessing the continued 

growth and refinement of CVzone as it transforms into an 

even more versatile and accessible solution, con- tributing to 

a wide array of practical applications in the realms of 

technology and social inclusion. 
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