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I .  ABSTRACT  

 

In this paper we give some background theory on the concept of fractional calculus, in particular the Riemann-Liouville operators. 

We then investigate the Taylor-Riemann series using Osler’s theorem and obtain certain double infinite series expansions of some 

elementary functions. In the process of this we give a proof of the convergence of an alternative form of Heaviside’s series. A 

Semi-Taylor series is introduced as the special case of the Taylor-Riemann series when, and some of its relations to special 

functions are obtained via certain generating functions arising in complex fractional calculus.  

 

II. Keywords: Riemann-Liouville operators, Taylor-Riemann series, Heaviside’s series, Semi-Taylor series 

 

III. INTRODUCTION 

Riemann-Liouville operator.  The concept of non-integral order of integration can be traced back the to the genesis of differential 

calculus itself: the philosopher and creator of modern calculus G.W. Leibniz made some re- marks on the meaning and possibility of 

fractional derivative of order in the late 17
th

 century. However a rigorous investigation was first carried out by Liouville in a series 

of papers from 1832-1837, where he defined the first outcast of an operator of fractional integration. Later investigations and 

further developments by among others Riemann led to the construction of the integral-based Riemann-Liouville fractional integral 
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opera- tor, which has been a valuable cornerstone in fractional calculus ever since. Prior to Liouville and Riemann, Euler took the first 

step in the study of fractional integration when he studied the simple case of fractional integrals of monomials of arbitrary real order 

in the heuristic fashion of the time; it has been said to have lead him to construct the Gamma function for fractional powers of the 

factorial. An early attempt by Liouville was later purified by the Swedish mathematician Holmgren [10], who in 1865 made 

important contributions to the growing study of fractional calculus. But it was Riemann [4] who reconstructed it to fit Abel’s 

integral equation, and thus made it vastly more useful. Today there exist many different forms of fractional integral operators, 

ranging from divided-difference types to infinite-sum types, but the Riemann-Liouville Operator is still the most frequently used 

when fractional integration is performed.  

Riemann’s modified form of Liouville’s fractional integral operator is a direct generalization of Cauchy’s formula for an-fold 

integral, 

              (1) 

 

and since (   )    ( ) Riemann realized that the RHS of (1) might have meaning even when takes non-integer values. Thus 

perhaps it was natural to define fractional integration as follows. 

Definition 1. If   ( )   (,   -)                

 

              (2)  

Where    -      ,  is called the Reimann – Liouville fractional integral of order  . In the same fashion for   ,   - we let.   

(3) 

which is called the Riemann-Liouville fractional derivative of order   . 

(It follows from our discussion below Definition 3 that if 0<   < 1 then      
   ( )   exists for all 

       (,    -) and all    ,   -) 

These operators are called the Riemann-Liouville fractional integral operators, or simply R-L operators. The special case of the 

fractional derivative when   
 

 
 is called the semi-derivative. The connection between the Riemann-Liouville fractional integral 

and derivative can, as Riemann realized, be traced back to the solvability of Abel’s integral equation for any    ,   - 

 

              (4) 

Formally equation (4) can be solved by changing to and to respectively, further by multiplying both sides of the 

equation by (   )   and integrating we get. 

     (5) 

Interchanging the order of integration in the left hand side by Fubini’s theorem we obtain 

     (6) 

 

The inner integral is easily evaluated after the change of variable t = s  +  (   ) and use of the formulae of the Beta-function : 
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              (7) 

Therefore we get  

(8) 

 

Hence after differentiation we have 

(9) 

 

Thus if (4) has a solution it is necessarily given by (9) for any    ,   - One observes that (4) is in a sense the  -order integral 

and the inversion (9) is the  -order derivative. 

A very useful fact about the R-L operators is that they satisfy the following important semi-group property of fractional integrals. 

Theorem 2. For any       (,   -) the Riemann-Liouville fractional integral satisfies. 

 

            (10) 

 

For  >    >  . 

Proof. The Proof is rather direct, we have by definition  

             (11)  

 

 

and since  ( )       (,   -) we can by Fubini’s theorem interchange order of integration and by setting          (   ) we 

obtain.  

             (12)  

 

The Riemann-Liouville fractional operators may in many cases be extended to hold for a larger set of, and a rather technical detail 

is that we denote  , -  * +  where , - denotes the remainder the remainder. This notation is used for convenience, observe 

the following definition.  

Definition 3. If  >   is not an integer then we define.  

(13) 

 

thus 

(14) 

 

 

for any     , -  (,   -) if     , -   . If on the other hand     then the notation. 

   
       

              (15)   

                           

Clearly if     then the fractional derivative    
   ( ) exists for all      (,   -) and all     ,   -. We also remark that for  
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   ( ) certainly exists for all      , -   (,   -) and all    ,   - (but not necessarily for x = a). 
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To see this, write   ( ) + 1 and apply Taylor’s formula with remainder:  

 ( )  ∑
 ( )( )

  
(   )  

 

(   ) 
 

 ( )( )

(   )   
  

 

 

   

  0

               ,   -. 

Substituting this into the definition of    
   ( ) and simplifying the integrals we obtain.  

 

              (16) 

 

Clearly, this   fold derivative can be carried out for all    ,   -; in particular the integral is unproblematic since  ( )  

  (,   -) and since the exponent   * + is larger than      so that 
  

   
(   )  * + is integrable  for all       … .   . This 

proves our claim. 

For convenience in the later theorems we define the following useful space.  

Definition 4. For  >   let    
 (,   -) denote the space of functions which can be represented by an R-L integral of order   of some 

C ([a,b]) – function. 
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Where   , -             

 

              (18)    
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(Theorem 2) we have  

    

 

 (cf.(1)). This implies that (17) holds, and by repeated differentiation we also see that (18) holds.  

 Conversely, assume that     (,   -) satisfies (17) and (18). Then by Taylor’s formula applied to the function 
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     ( )           (19)   

holds for any      (,   -). Now let      , -  (,   -) then for the equality  

   
    

   ( )   ( )           (20) 

to hold we need to assume that   satisfies the condition in the Theorem 5; otherwise  

(21)   
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proof. By definition we have  
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Since the integrals are absolutely convergent we deploy Fubini’s theorem and interchange the order of integration 

and after evaluating the inner integral we obtain 
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Then (19) follows from (23) by Cauchy’s formula (1). Since   in (20) satisfies the conditions in Theorem 5 and                        

     , -   (,   -) it follows immediately by (18) that (19) will hold (because the residue term of integration will vanish.)  If on 

the other hand any function      , -   (,   -) does not satisfy the condition (18) given in Theorem 5 the residue terms outside 

the integral will not disappear like in (19), but as integration is deployed (21) is obtain by induction.  

Perhaps the second part of theorem 6 is somewhat surprising, and this gives rise to the following interesting corollary.  
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Is the remainder.  
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  and    

   in (16) and rearrange some. Heuristically when letting   and   tend to infinity and 

if   is a suddiciently good function one obtains the Taylor – Riemann expansion which is a fractional generalization of Taylor’s 

theorem we eilll return to this in section 2. The concept of studying the R-L operator for      leads us to the following useful 

theorem.  

An interesting property of the R-L operators is that certain non-differentiable functions such as Weierstrass-function and 

Riemann- function seem to have fractional derivative of all orders [0,1 ] see [8] and [7] for investigations on non-differentiability 

and its relation to fractional calculus. This adds to the problem that the relation between the ordinary derivative and the fractional 

derivative is not entirely obvious, but the following theorem might give a picture on some of their covariance. 

 

3. APPLICATIONS OF THE TAYLOR-RIEMANN SERIES  

In this section we give a proof of an alternative version of Heaviside’s exponential series. Further a Semi-Taylor series is 

introduced as the special case when    
 

 
   in the Taylor-Riemann series. A Semi-Taylor expansion of the exponential function is 

also obtained and connections to certain special functions are revealed via the generating functions.  
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3.1. Taylor-Riemann expansions. Firstly we intend to give a proof of an alternate form of Heaviside's series by using   
  by 

means of Osler's theorem. 

Theorem 8.     has the following convergent Taylor-Riemann expansion  

on the ring  |   |         
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         >    >                            .  

 

Proof. For the case     we deploy the definition of the complex fractional derivative  to     and obtain 
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which equals (26). Thus we have shown that the theorem; _ holds for      with some more advanced calculations one can also 

prove that it holds for  >         2  …as well. This completes the proof. 
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, further we show some of its expansions and relations to special functions. 
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              (32)

     

is pointwise convergence on the ring |   |  |   |    . If we let   
 

 
 then we can convert the Gamma-function into two 

cases where it becomes simple relations containing the double-factorial. This leads us to the following reformulation of (32): 
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which equals (32).  

If we as an example deploy our series expansion of the exponential series (17), ie expanding     __ in Semi-Taylor, we get the 

following: 
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The Semi-Taylor series has direct connections to special functions via the generating functions, we give an example below. 

In connection with the generating functions given in the Semi-Taylor expansion of  
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 by using Bessel function  is perhaps 

surprising 
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 >   and all z on the circle |   |       .The relation (35) is obtained by using 
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1

 
       (  )
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and after deploying and letting the sign function simplify the sum it will become (35).  

The Semi-Taylor series may be used to construct otherrelated expansions by using special functions that can be found . 

 

V. CONCLUSIONS  

 

This paper introduced the concept of Riemann-Liouville Fractional Derivatives and the Taylor-Riemann Series, the branch of 

Mathematics which explores fractional integrals and derivatives. We first gave some basic techniques and functions, such 

as the Gamma function, the Beta function and the fractional derivative. which were necessary to understand the rest of 

this paper. Thereafter we proved the construction of the Riemann-Liouville Fractional Derivatives and the Taylor-Riemann 

Series. Therefore we used the fractional derivative and Cauchy formula for repeated integration respectively. Next we 

studied Fractional Linear Differential Equations. I also think that the formulas are pretty awkward. It would be a lot 

harder to compute just a simple integer order derivative or integral. Though it is a very interesting subject and definitely 

worth researching, I believe it should be left as an ’exotic’ branch of Mathematics. 
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