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Abstract: The value of a company's stock, which can increase along with the cost of an individual share, is the best measure of its 

success. Understanding the dynamics of stock market trends, seasonality, and noise is crucial for investors to make informed 

decisions. In this study, we aim to compare the performance of five different stocks using three distinct analysis methods: Linear 

Regression, Grid Search CV, and Extreme Learning Machine (ELM). The volatility of stock prices poses a challenge for 

predicting future values, prompting the exploration of machine learning algorithms as potential solutions. Leveraging Python and 

time series analysis, we are developing a stock price prediction platform based on historical data. Our primary objective is to 

enhance the precision of stock price forecasts by integrating linear regression models with time series analysis, considering 

temporal dynamics. By adjusting the dataset used for training linear regression models, we aim to improve accuracy. Ultimately, 

our research aims to demonstrate the efficacy of combining linear regression and time series analysis as the most efficient 

approach for stock market forecasting.  

Index Terms - Component, Machine Learning, Linear Regression, GridSearchCV, ELM, Time Series Analysis, Python, 

Django framework, Yahoo Finance. 

I. INTRODUCTION 

A regulated market where investors can buy or sell equities publicly or privately is the stock market. The stock market serves as 

a pivotal platform for investors to engage in buying and selling equities, offering both public and private avenues for investment. 

With businesses frequently turning to the stock market for financing opportunities, it remains a preferred choice for investors 

looking to expand their portfolios. Informed investment decisions often rely on forecasts derived from historical market trends, a 

practice that has become increasingly vital given the dynamic nature of the stock market. While traditional methods like linear 

regression provide valuable insights into the relationship between independent and dependent variables, they may fall short in 

capturing the intricate temporal dynamics inherent in stock price movements. 

 

Recognizing the need to enhance predictive modeling in the stock market domain, our study integrates time series analysis with 

linear regression and Extreme Learning Machine (ELM). The rationale behind selecting these distinct machine learning techniques 

lies in their complementary strengths and capabilities. Linear regression offers a straightforward approach to modeling linear 

relationships, while ELM presents a novel paradigm with its single-hidden layer feedforward neural network architecture, 

characterized by randomly generated input weights and analytically derived output weights. Moreover, GridSearchCV with 

XGBoost is included to optimize hyperparameters efficiently, enhancing model performance and generalization. 

 

In this endeavor, we leverage machine learning techniques, including linear regression, ELM, and time series analysis, alongside 

Python, Django framework, and data from Yahoo Finance, to develop a robust stock price prediction website. Our objective is to 

furnish investors and traders with accurate predictions of future stock prices, integrating historical trends and temporal dynamics. 

By employing an integrated approach, we aim to empower stakeholders to make well-informed decisions, thereby mitigating risks 

and optimizing investment portfolios. Selected Stocks are Tesla, Amazon, Ford, Walmart and NVDA. 

 

2. METHODOLOGY 

The project at hand uses Python tools and libraries like Scikit-learn and Numpy to implement the data and predict stock values 

using the linear regression approach in machine learning. 

 

2.1 Comparison of Linear Regression, GridSearchCV with XGBoost, and ELM 

Linear Regression, GridSearchCV with XGBoost, and Extreme Learning Machine (ELM). These techniques are widely 

employed for predictive modeling and analysis across various domains, including finance, healthcare, and engineering. The 

comparison encompasses critical aspects such as the operating principle, model complexity, mathematical representation, training 

speed, generalization capabilities, and implementation steps for each technique as below in Table 2.1. 
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Understanding the differences and nuances among these techniques is crucial for practitioners and researchers seeking to apply 

machine learning methods effectively to solve real-world problems. By elucidating the distinctive characteristics and mathematical 

foundations of Linear Regression, GridSearchCV with XGBoost, and ELM, this comparison aims to provide insights into their 

strengths, limitations, and suitability for different applications. 

 

Table 2.1: Comparison of Machine learning Models for stock prediction  

 

Aspect Linear Regression GridSearchCV with XGBoost ELM (Extreme Learning Machine) 

Operating 

Principle 

Constructs the relationship 

between independent and 

dependent variables to 

determine the best fit line, 

using labeled data 

(supervised learning). 

Optimizes hyperparameters of 

XGBoost through cross-validation 

to find the best combination, 

enhancing model performance. 

Single-hidden layer feedforward neural 

network with randomly generated input 

weights and analytically derived output 

weights, providing fast learning and 

good generalization. 

Model 

Complexity 

Simple linear relationship 

between input and output 

variables. 

Complexity depends on the 

chosen hyperparameters and the 

structure of the XGBoost model. 

Typically less complex compared to 

traditional neural networks as it 

randomly initializes input weights and 

analytically derives output weights. 

Mathematical 

Representation 

𝑦 = 𝑚1𝑥1 +𝑚2𝑥2 +
…+𝑚𝑘𝑥𝑘 + 𝑐 + 𝑒

 

Ensemble learning method that 

builds multiple decision trees 

sequentially and combines their 

predictions. 

𝑓(𝑥) =∑  

𝑁

𝑖−1

𝛽𝑖 ⋅ 𝑔(𝑤𝑖 ⋅

𝑥 + 𝑏𝑖)

 

Description 

Represents the linear 

relationship between input 

variables (𝑥1, 𝑥2, … , 𝑥𝑘)       
and output variable (𝑦) 
where 𝑚1, 𝑚2, … ,𝑚𝑘 are the 

coefficients, 𝑐 is the 

intercept, and 𝑒 is the error 

term. 

Ensemble learning method that 

combines predictions from 

multiple decision trees, each 

trained on different subsets of the 

data, to improve predictive 

accuracy. 

Represents the output of the ELM 

model 𝑓(𝑥) which is a weighted sum of 

hidden layer outputs, where 𝛽𝑖 are the 

output weights, 𝑔 is the activation 

function, 𝑤𝑖 are the input weights, and 

𝑏𝑖 are the biases. 

Training Speed 
Generally faster training due 

to simpler computations. 

May have longer training times 

due to the exhaustive search over 

hyperparameters and training of 

multiple decision trees. 

Known for its fast learning speed as it 

directly calculates the output weights 

without iterative optimization. 

 
The table below Table 2.2 provides a concise comparison of three prominent machine learning models used in stock price 

prediction: Grid Search CV with XGBoost, Linear Regression, and Extreme Learning Machine (ELM). Each model is evaluated 

across key criteria including complexity, performance, interpretability, scalability, feature engineering, robustness to noise, 

handling non-linearity, hyperparameter tuning, training time, prediction time, dataset size, and dependency on data quality. This 

comparison aims to assist in understanding the relative strengths and weaknesses of each model in the context of stock market 

forecasting. 

 

In this journal, the focus lies on analyzing stock market data through time series techniques. In this journal, the focus lies on 

analyzing stock market data through time series techniques. Rather than predicting future stock prices, the prediction tasks are 

conducted using machine learning algorithms such as linear regression, GridSearchCV with XGBoost, and Extreme Learning 

Machine (ELM), the objective of time series is to uncover patterns of trends, seasonality, and noise within the data. This analysis 

aims to understand the underlying dynamics of stock market behavior over time. Leveraging the seasonal decomposition method 

from the statsmodels library, the data is decomposed into its key components: trend, seasonality, and residual (or noise). The trend 

component reveals long-term shifts in stock prices, while seasonality uncovers recurring patterns like weekly or monthly cycles. 

Finally, the residual component captures random fluctuations or unexpected movements in stock prices. This approach provides 

valuable insights into the evolution of stock prices over time. 

Additionally, prediction tasks are conducted using machine learning algorithms such as linear regression, GridSearchCV with 

XGBoost, and Extreme Learning Machine (ELM). However, the primary focus of this analysis remains on understanding the 

temporal dynamics of stock market data rather than predicting future prices 

 

 

Table 2.2: Comparison of Machine learning Models performance  

 

Criteria Grid Search CV with XGBoost Linear Regression Extreme Learning Machine (ELM) 

Complexity High Low Low 

Performance High (depends on parameters) Moderate Moderate to High 

Interpretability Low High Low 
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Scalability Moderate High High 

Feature Engineering Required Not as much Not as much 

Robustness to Noise Moderate Low Low 

Handling Non-linearity High Low Moderate 

Hyperparameter Tuning Required Minimal Minimal 

Training Time High Low Low 

Prediction Time Moderate Low Low 

Dataset Size Large Small to Moderate Small to Moderate 

Dependency on Data 

Quality 
High Low Low 

 
2.2 Comparison of  Process steps 

In the realm of machine learning, the journey from raw data to actionable insights involves several crucial steps. Each step 

contributes to the development and refinement of predictive models, guiding the way toward accurate and reliable results. The 

following table outlines the key process steps involved in machine learning tasks, comparing their applicability across three 

different techniques: Grid Search CV with XGBoost, Linear Regression, and Extreme Learning Machine (ELM). By examining 

which steps are relevant to each technique, we can gain insights into their respective workflows and understand the intricacies of 

model development within each framework the Table 2.3 give clarity to the same 

 

Table 2.3: Comparison of Machine learning process steps. 

 

Step 

No. Process Step 

Grid Search CV 

with XGBoost 

Linear 

Regression 

Extreme 

Learning 

Machine (ELM) 

1 Data Collection ✓ ✓ ✓ 

2 Data Preprocessing ✓ 
  

3 Feature Engineering ✓ 
  

4 Data Splitting ✓ ✓ ✓ 

5 Model Selection ✓ ✓ ✓ 

6 Model Training ✓ ✓ ✓ 

7 Hyperparameter Tuning ✓ 
  

8 Model Evaluation ✓ 
  

9 Model Validation ✓ ✓ ✓ 

10 Model Performance check ✓ ✓ ✓ 

Descriptions: 

Data Collection: Gathering relevant data from various sources, such as databases or APIs. 

Data Preprocessing: Cleaning, transforming, and organizing the collected data to make it suitable for analysis. 

Feature Engineering: Creating new features or modifying existing ones to enhance model performance. 

Data Splitting: Dividing the dataset into training and testing subsets to evaluate model performance. 

Model Selection: Choosing the appropriate machine learning model based on the problem and data characteristics. 

 

Model Training: Fitting the selected model to the training data to learn patterns and relationships. 

Hyperparameter Tuning: Adjusting the model's hyperparameters to optimize its performance. 

Model Evaluation: Assessing the trained model's performance using evaluation metrics. 

Model Validation: Validating the model's performance on unseen data to ensure its generalization capability. 

Model Performance Check: Checking the final model's performance and comparing it against predefined criteria 

3. RESULTS AND DISCUSSIONS  

In this study, we present an analysis of model performance metrics commonly used in predictive modeling tasks, focusing on 

stock market prediction as our primary domain of interest. Model evaluation and validation are crucial steps in assessing the 

effectiveness of machine learning algorithms applied to financial forecasting. 

 

http://www.jetir.org/


© 2024 JETIR May 2024, Volume 11, Issue 5                                                               www.jetir.org (ISSN-2349-5162) 

   

JETIR2405663 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org g525 
 

The performance metrics under scrutiny include Model Accuracy (%), Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), and R-squared (R2). Model Accuracy provides an indication of the percentage of correct predictions made by the model, 

essential for evaluating the overall effectiveness of the predictive system. Meanwhile, MSE and RMSE quantify the average 

squared difference between predicted and actual values, offering insights into the model's prediction error. A lower MSE and 

RMSE signify a closer fit of the model to the observed data. Additionally, R2, also known as the coefficient of determination, 

assesses the proportion of variance in the dependent variable that is explained by the independent variables in the model. 

 

Model Accuracy (%): This metric indicates the percentage of correct predictions made by the model. It measures how well the 

model's predictions match the actual values. Higher accuracy values indicate better performance, with 100% accuracy representing 

perfect predictions. 

 

Mean Squared Error (MSE): The MSE calculates the average squared difference between the predicted values and the actual 

values. It provides a measure of the model's prediction error, with lower MSE values indicating better performance. MSE is 

sensitive to outliers because it squares the errors, giving higher weight to large errors. 

 

Root Mean Squared Error (RMSE): RMSE is the square root of the MSE and represents the average magnitude of the errors in 

the predicted values. Like MSE, lower RMSE values signify better model performance. RMSE is in the same unit as the target 

variable, making it easier to interpret. 

 

R-squared (R2): R-squared measures the proportion of the variance in the dependent variable (target) that is explained by the 

independent variables (features) in the model. It ranges from 0 to 1, with higher values indicating a better fit of the model to the 

data. R2=1 indicates that the model perfectly predicts the target variable based on the features, while R2=0 means the model does 

not explain any variance. 

 

Table 3.1: Comparison of Machine learning Results 

 

Stock 
Name 

AVG Stock 
Price  

Model 
Model Accuracy 

(%) 
MSE RMSE R-squared 

FORD 12.7$ 

GridSearchCV  93.9679386 0.0804519 0.2836405 0.9543835 

Linear Regression 96.8810527 0.0550075 0.2345369 0.9688105 

ELM 96.8810524 0.0550075 0.2345369 0.9688105 

AMZN 123$ 

GridSearchCV  99.1335942 9.7179853 3.1173683 0.9824964 

Linear Regression 98.9919145 5.5968958 2.3657759 0.9899191 

ELM 98.9919145 5.5968958 2.3657759 0.9899191 

NVD 338$ 

GridSearchCV  99.5954102 159.7869667 12.6406870 0.9958287 

Linear Regression 99.7732511 86.8597422 9.3198574 0.9977325 

ELM 99.7732511 86.8597424 9.3198574 0.9977325 

TSLA 221$ 

GridSearchCV  97.0374910 56.9238220 7.5447877 0.9719488 

Linear Regression 97.4078053 52.6029312 7.2527878 0.9740781 

ELM 97.4078053 52.6029314 7.2527878 0.9740781 

WMT 48.8$ 

GridSearchCV  98.7442843 0.2436482 0.4936074 0.9889489 

Linear Regression 99.1709382 0.1827874 0.4275364 0.9917094 

ELM 99.1709382 0.1827874 0.4275364 0.9917094 
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       The study evaluates the performance of three machine learning models—GridSearchCV, Linear Regression, and Extreme 

Learning Machine (ELM)—in predicting stock prices for five major companies: Ford, Amazon (AMZN), Nvidia (NVD), Tesla 

(TSLA), and Walmart (WMT). GridSearchCV demonstrates moderate performance compared to Linear Regression and ELM, with 

ELM and Linear Regression exhibiting very similar performance levels. Notably, it is essential to acknowledge that 

GridSearchCV's performance could potentially be enhanced through hyperparameter tuning, which was not explored within the 

scope of this paper. Despite this, ELM and Linear Regression consistently perform competitively, with accuracy rates approaching 

or exceeding 99% in most cases. These findings underscore the efficacy of machine learning algorithms in stock market 

forecasting, offering valuable insights for investors navigating the complexities of financial markets. Below is the code used for this 

journal. 
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FORD Stock prediction 

                       

Fig.3.1 Time series decomposition results 

                       

                   Fig.3.2 Actual Vs Predicted results                                              Fig.3.3 Error Vs Y_test 

 

 

FORD: 

      GridSearchCV had an accuracy of approximately 93.97% with a Mean Squared Error (MSE) of 0.0805 and a Root Mean 

Squared Error (RMSE) of 0.2836. Linear Regression and ELM both achieved higher accuracies around 96.88%, with identical 

MSE and RMSE values. 
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Amazon (AMZN) Stock Prediction 

 

 

 

Fig.3.4 Time series decomposition results 

 

 

 

    Fig.3.5 Actual Vs Predicted results                             Fig.3.6   Error Vs Y_test 
 

AMZN: 

GridSearchCV achieved the highest accuracy of about 99.13% but had a significantly higher MSE and RMSE compared to the 

other models. Linear Regression and ELM had slightly lower accuracy but much lower MSE and RMSE values. 
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Nvidia (NVD) Stock prediction 

 

Fig.3.7 Time series decomposition results 

 

 

 
          Fig.3.8 Actual Vs Predicted results                                                             Fig.3.9   Error Vs  Y_test 

 

 

 

 
NVD: 

     GridSearchCV had an accuracy of approximately 99.60%, with the highest MSE and RMSE values among the models. 

Both Linear Regression and ELM achieved slightly lower accuracy but substantially lower MSE and RMSE values. 
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Tesla (TSLA) Stock prediction 

Fig.3.10 Time series decomposition results 

 

 

   
            Fig.3.11 Actual Vs Predicted results                                              Fig.3.12   Error Vs  Y_test 

 

 
TSLA: 

      GridSearchCV achieved an accuracy of around 97.04%, with moderate MSE and RMSE values. Linear Regression and ELM 

achieved slightly higher accuracies of approximately 97.41% with similar MSE and RMSE values. 
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Walmart (WMT) Stock prediction 

 

Fig.3.13 Time series decomposition results 

 

 

   

          
        Fig.3.14 Actual Vs Predicted results                                                                Fig.3.15   Error Vs Y_test 

 
WMT: 

     GridSearchCV achieved an accuracy of approximately 98.74% with relatively low MSE and RMSE values. Both Linear 

Regression and ELM achieved slightly higher accuracies of around 99.17% with very low MSE and RMSE values 

 

 

 

4. SUMMARIZE ABOVE MACHINE LEARNING MODELS  

For the given stock names (FORD, AMZN, NVD, TSLA, WMT), three different models were applied: GridSearchCV, Linear 

Regression, and ELM (Extreme Learning Machine). 

 

Both Linear Regression and ELM achieved slightly higher accuracies of around 99.17% with very low MSE and RMSE values. 
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Overall, Linear Regression and ELM consistently performed similarly across all stocks, while GridSearchCV sometimes achieved 

higher accuracy but at the cost of higher MSE and RMSE. The R-squared values were consistently high across all models and 

stocks, indicating good fit of the models to the data. Hyperparameter tuning with GridSearchCV is important because it allows the 

model to be fine-tuned and optimized for the specific dataset, ultimately improving its predictive performance. 

 

In environments with high noise levels, traditional modeling techniques may struggle to capture the underlying patterns in the 

data effectively. GridSearchCV, by exhaustively searching through a parameter grid, can help identify the most suitable model and 

its corresponding hyperparameters that best fit the data, even amidst the noise. 

 

Furthermore, in time series analysis, understanding and modeling the residuals are crucial. High noise levels can lead to more 

complex residual patterns, making it challenging to identify the correct model structure and hyperparameters. GridSearchCV can 

help in this scenario by exploring various model configurations and hyperparameters to minimize these residuals. 

 

Therefore, in noisy environments, GridSearchCV's ability to systematically explore the model space and its hyperparameters 

can be particularly beneficial. By leveraging information from time series residuals, it can guide the selection of the most 

appropriate model, ultimately improving predictive accuracy in the face of high noise levels 

5. FUTURE SCOPE  

[1] The study focuses on advancing stock price prediction precision through the continual enhancement of machine learning 

algorithms. 

[2] Leveraging natural language processing (NLP) techniques, the research aims to extract insights from news articles and textual 

sources to understand factors influencing stock prices. 

[3] The investigation extends to forecasting the impact of non-financial events, such as political scandals or natural disasters, on 

stock prices using machine learning models. 

[4] Additionally, the study explores the application of machine learning in forecasting the effects of climate change on the stock 

market. 

[5] The overarching goal is to provide investors with valuable insights to navigate environmental uncertainties and safeguard their 

portfolios. 

6. CONCLUSION:  

The evaluation of machine learning models—Linear Regression, Grid Search CV, and Extreme Learning Machine (ELM)—in 

stock price prediction reveals intriguing insights into their performance across various stocks. While Grid Search CV demonstrates 

moderate performance, Linear Regression and ELM consistently exhibit competitive accuracy rates, underscoring their efficacy in 

financial forecasting. Notably, the potential for Grid Search CV to outperform lies in hyperparameter tuning, a facet not explored 

within this study. The integration of time series analysis with machine learning techniques offers promising avenues for enhancing 

prediction accuracy and understanding temporal dynamics in stock market behavior. By leveraging historical data and temporal 

insights, investors can make well-informed decisions, thus optimizing their investment portfolios and mitigating risks in the 

dynamic landscape of financial markets. 
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