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ABSTRACT 

Forms of digital media such as blogs, online news media, and social media have taken the place of former news delivery platforms 

such as newspapers and magazines. The linked recommendations of these platforms help spread the word in no time. This 

fascination leads to an invasion of negativity such as fake news and misrepresented information. False information negatively  

affects all areas such as health care, education, government, and the market because people make decisions about anything based 

on available information. Messages can be text or multimodal. Any combination of text, image, and video can be present in 

multimodal messages. Attention seekers create fake news by altering text, images, or both. The spread of fake news is in different 

domains, but fact-checking sites can verify the authenticity of a particular environment; thus, detecting fake news remains 

challenging. Another reason for the difficulty in detecting fake news is the unstructured representation of news (in the form of 

articles, images, audio, video, etc.) that a person needs to classify. Despite the large amount of research work that has been done 

to meet this purpose, proper classification still faces various challenges such as imbalance, multimodality, lack of appropriate 

structure, and ambiguity of words in datasets. This research proposes four novel deep learning architectures for text and image-

based fake news classification. Headlines explain news headlines and draw anyone's attention to some information. The image 

provides relevant image data about the news. In many fake news, the textual content and visual information will not be related. 

This work is a hybrid model that uses all three pieces of information, namely title, text, and image. In the first work, a Deep-

Learned Bidirectional Gated Recurrent Unit (Bi GRU) - Long Short-Term Memory (RNN) Model (DL-BGLM) is used to detect 

fake messages using textual content and message title. Detection is done by incorporating two new subframes.  The first sub-

framework of the Glove Embedded Bidirectional Predicted Attention Scheme (GEBPA) gets significant information from the 

name. The second subframe Multi-Layered Convolution and Bidirectional LSTM (MCBL) scheme extracts salient features from 

the text. 

   

Keywords: Fake News Detection, Deep Features, Ensemble based methods, Machine Learning, RNN. 

 

   1 . INTRODUCTION 

 

       Rapid progress and technological advancement, internet trends, and digitization of media have shortened the problems in 

reaching any kind of news source irrespective of the location. Nowadays, along with conventional news sources, online social 

media serves as another important platform for sharing news. 

     There may be many reasons behind the shift in user mindset towards social media platforms, but the main reason is the 

frequent distribution of content on social media, which is cheaper. Information that is published through various social medi a 

http://www.jetir.org/


© 2024 JETIR May 2024, Volume 11, Issue 5                                                         www.jetir.org (ISSN-2349-5162) 

JETIR2405719 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org h155 

 

with attractive images influences the public and users more than the usual press releases. As a result, people are more interested 

in surfing the Internet than conventional sources of news such as television and newspapers. 

     However, social media plays a vital role in real-time events by creating public awareness. Many studies have shown that 

social media is more effective during disasters and countless emergencies. As shown in Figure 1.1, while the digitization of news 

and the development of social media are advancing at a faster pace, false and fake news have adverse effects that harm society.  

     Research shows that any information or content that includes both text and images will have more credibility than messages 

that only have text content. Unfortunately, fake news with text and images can mislead consumers. This can lead to harm in the 

community and confuse users. In 2016, when the US presidential election was held, the false information that was developed 

and published went crazy among the public, which was then shared by masses of people on social media platforms.  

 

  These types of fake news can create bigger ones adverse effects on individuals and the public such as: 

 

• The ability to break the credibility and authenticity of the news ecosystem 

 

• Directs end users to believe distorted or false information 

 

• People's misinterpretation and reaction to current news 

 

       Identifying fake news has therefore become an important task. To overcome the negative impact of fake news, its automatic 

detection is more important. However, this will not be an easy task and will be difficult to implement due to the complexity of 

analyzing the content of the messages and verifying their authenticity. Designing a reliable and persistent approach to identifying 

fake news is important. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                     

                      Figure 1.1 Analysis illustrating the outperformance of fake news over the original news 

 

2. RELATED WORK 

 

2.1 INTRODUCTION  

 

      [5] Fake news spreads faster than genuine news through the Internet or social media, and visitors or Internet consumers are 

influenced by its appeal. Elisa et al. (2021) depicted that 59% of news spread on social media in 2020 is largely inaccurate.  This 

fake or false information is mostly harmful to the users and even to the company. There is a lot of research going on to detect 

fake news and now it has become a big challenge due to the versatility of features in news. Features such as text, titles , and 

visuals can be used to detect fake news. This chapter discusses methodologies designed by researchers to detect fake news. 

Therefore, we analyze existing works based on the following categories: Title, Text content, images, and an integrated model 

that uses title, text, and images in detection. 

 

2.2 FAKE NEWS DETECTION BASED ON TEXT FEATURES 

 

       Among many features, the text feature is mainly used to detect fake news. The text feature helps detect unverified 

information. In the last few years, many research and surveys based on computational techniques have been done to identify fake 

news using textual content, and a few of them are discussed below. 

      [6] Recent work that uses deep learning to have the ability to categorize fake news from real has been proposed (Chauhan et 
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al. 2021). False detection is done by vector representation of text words using Glove (Global Vectors for Word Representation) 

word embedding. A new LSTM NN is also used along with this insertion of the word Glove. The tokenization method is used 

for vectorization and feature extraction. The concept of N-grams further improves the accuracy of the proposed model. Several 

analyses were performed and model results were evaluated with accuracy metrics. This model provides 99.88% accuracy for a 

text article. 

 

      Textual information consists of many features. By extracting elements such as explicit and latent from the text, (Zhang et al. 

2020) proposed the idea of a new Neural Network with Gate Graph. Named FAKEDETECTOR, the method learns 

representations of news articles, news creators, and content simultaneously by building or evolving a deep diffusion network 

model. Many experiments have been performed in real time with a fake news dataset. FAKEDETECTOR and its results are 

superior compared to many other available models. 

 

      [7] Kong et al. (2020) derived a fake news detection methodology that is based on the title or content of the news. The model  

is trained using natural language processing (NLP) techniques. First, the text is pre-processed. It includes stop word removal, 

tokenization, lemmatization, and regular expression. Next, Terms Frequency The inverse document frequency is used to 

vectorize the preprocessed data into N-gram vectors. This is followed by TensorFlow with built-in deep learning libraries for 

further tuning and refinement of text data. The performance has shown better results than many other models of a similar pattern.  

 

      [8] To classify fake news published online and also on social media (Ozbay et al. 2020) a two-step method. The first step is 

to convert the unstructured data into structured data and the data is pre-processed. The preprocessed data as vectors were 

represented by a document matrix. The second step is text analysis, which is implemented by supervised AI algorithms. The 

results of this methodology are better compared to several other methods. 

     For detecting fake news, it was found that text elements connected to text elements are more effective, and based on this idea 

(Olivieri et al. 2019) proposed another method. This technique involves the Google search engine to which metadata is attached. 

Fine-tuning and development are also done through crowdsourcing. An experimental validation of this method to determine and 

identify fake news is using the PolitiFact website. The results obtained after experimental validation show a 3% improvement 

over the current state, which is significant.  

 

        [9] Kresnakova et al. (2019) proposed deep learning techniques to identify fake news in text data. Several neural network-

trained models were used in this method. The main goal of these trained neural networks is to identify if there is any mismatch 

between article titles and article content. If a mismatch is detected, the percentage of false text is also determined. The r esults 

show better performance than other deep learning methods. 

 

Table 2.1 Fake News Detection Based on Textual features 
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2.3 FAKE NEWS DETECTION BASED ON VISUAL FEATURES 

 

        Visual features also play a vital role in detecting fake news. Images can easily grab the attention of readers and it helps 

tremendously in misleading readers to unverified information. Research and surveys conducted over the past few years to identify 

fake news using visual content are described below. 

 

     [10] Palani et al. (2022) proposed a method wherein informative features from an image were extracted using a Capsule 

Neural Network. The extracted informative features are combined with other data representations. The combination is used to 

identify whether the news is authentic or genuine. The model achieves an accuracy of 93% on the PolitiFact dataset and 92% on 

the Gossip Cop dataset. 

 

        [11] Dimitrina Zlatkova et al. (2019) designed a framework for faux news detection using visuals. Features that model the 

claim for fact-checking, the visual features, and the association between the claim and visuals are identified. The results showed 

significant improvements over the other methods.  

 

     [12] Peng Qi et al. (2019) designed a novel framework that fuses the frequency and pixel information from the visuals using 

multi-domain visual NN. The fusion of frequency and pixel domains is carried out using an attention mechanism. Experimental 

analysis proves that MVNN outperforms the other methods by approximately 9.2% in accuracy.  

 

     [13] Xin Yang et al. (2019) designed a method to identify fake face images or videos that are AI-generated. There is a general 

observation that Deep Fakes are formed by merging the created image into that of the source image. Extensive experimental 

analysis was conducted using an SVM classifier on a set of original face images. 

 

     [14]  (Jaiswal et al. 2017) designed an approach based on deep learning methodology. The image-caption Consistency score 

was generated using deep multimodal representation learning on the reference dataset. The query media packages were also 

assessed for their integrity. A novel dataset of media packages termed as MultimodAl Information Manipulation dataset (MAIM), 

from Flickr was used. The method was able to achieve 0.75, 0.89, and 0.94 F-1 scores on MAIM.  

 

   [15]  Zhiwei et al. (2017) An attention mechanism termed a Recurrent Neural Network(att-RNN) that combines multimodal 

features for rumor identification. The textual features and social context are incorporated with image features employing Long-

Short Term Memory which produces reliable classification. The attention mechanism is used when the visual features are 

combined.  
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Table 2.2 Fake news detection based on visual features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[16] Zhiwei et al. (2016) used visual and statistical features. Extensive experiments were conducted on datasets that show the 

efficiency of the methodology.  

 

[17]  Karpathy et al. (2015) proposed an alignment model that fuses Structured objective, Bi-RNN, and CNN. CNN was used 

over visuals, Bi-RNN was used over texts, and a structured objective combines the two types of features through an embedding 

technique. Extensive experiments were conducted on datasets that produced better results than the other baseline methods.  

 

2.4 FAKE NEWS DETECTION BASED ON MULTIMODAL FEATURES  

 

        Most false information is text, multimedia, links, and audio. Textual information is characterized by its grammar, tone, 

pragmatics, and sentence, with which discourse evaluation is carried out. Other information such as video, text, image, sound, 

and so on can be incorporated into the multimedia form of information. False information detection is primarily done entirely  

based on the relationship between a number of these information styles (Conroy et al. 2015) and (Parikh et al. 2018). In the past 

few years, many research studies based on deep neural networks have been done to identify fake news using multimodal features, 

and a few of them are discussed below. 

 

  [18] Wang et al. (2022) propose a fine-grained multimodal fusion network that combines visual features and text features for 

false information detection. A pair of characteristic vectors representing special image features and additionally captures 

dependencies between text features and visible features. They conducted extensive experiments on Weibo's public dataset. This  

technique achieves aggressive effects compared to different strategies for combining visible illustration and textual content 

illustration, which shows that the common illustration detected by FMFN, which combines several visible features and several 

textual features, is higher than the received joint illustration. combining visible illustration and textual content illustration in false 

information detection. 

 

 [19] Peng et al. (2022) proposed a multimodal fake news detection framework that combines both attention and adversary 

mechanisms. Variations across modalities are identified using an attentional mechanism, and correlations between different 

modalities are identified using an adversarial mechanism. Experiments conducted on a Chinese public dataset show that it 

achieves a 5% higher F1 score compared to other state-of-the-art methods. 

 

 [20] Dhawan et al. (2022) proposed GAME-ON, a graph neural network that detects fake news in both unimodal and multimodal 

features. It uses two datasets Twitter and Weibo. It outperforms experiments on the Twitter dataset by 11% and provides 

competitive performance on Weibo. 
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 [21] The probability of fact (Ciampaglia et al. 2015) was derived using structured fact stores that assign greater values to records 

than false ones. This approach was evaluated using ten thousand statements related to history, entertainment, geography, and 

biological information 

 

 [22] Rhetorical Structure Theory (RST) (Rubin et al. 2015) and Vector Space Modeling (VSM) have been used for methods 

based on deception modeling. A unique relationship was created from the textual content. False information was identified using 

these techniques. Twitter records were used as hyperlinked records to distinguish authentic content from fake records using 

questionable sources. 

 

   [23] Network evaluation or hyperlinks (Feng et al. 2012) and (Feng et al. 2013) have been used along with textual content to 

detect false information in some research. In this approach, factual statements from information networks are used to represent 

data where place deception has been recognized by leveraging collective human expertise from Google Relation Extraction 

Corpus (GREC), Dpedia ontology, etc. 

 

    [24] Centering resonance evaluation (Papacharissi et al. 2012) has been used as a device for network evaluation of textual 

content through the detection of hypertext links between phrases in networks. 

 

[25] Chu et al. (2010) focused on the categorization of humans and bots on Twitter. Experiments were performed on 500,000 

accounts. Differences were analyzed based on tweet behavior and tweet content. The method uses a combination of c haracters 

for classification.  Sentiment evaluation shows another way to figure out false information through online ranking. The efficiency 

of the extracted features plays a key function in the accuracy of information detection. Various kinds of aspects were accessible 

to classify false information. 

 

      The above methods use multimodal features to detect fake news. To summarize the hybrid features, it is better than 

identifying authenticity using textual or visual features.  

 

Table 2.3 Fake news detection based on hybrid features 
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2.5 SUMMARY 

 

       In this chapter, the overview of feature extraction and fake detection methodologies based on textual features, visual features , 

and multimodal features by the previous researchers has been presented. The next chapter summarizes the problem statement 

and the overall architecture. 

 

3. METHODOLOGY 

 

   3.1 INTRODUCTION  

 

        Forms of digital media such as blogs, online news media, and social media have taken the place of former news 

delivery platforms such as newspapers and magazines. This fascination leads to an invasion of negativity such as 

fake news and misrepresented information. False information negatively affects all areas such as health care, 

education, government, and the market because people make decisions about anything based on available information.  

Messages can be text or multimodal. Any combination of text, image , and video can be present in multimodal 

messages. People create fake news by changing text, images, or both. This can lead to loss of money or lives. 

Checking the authenticity or identifying fake news in these reports is a hurdle for researchers. The sheer volume of 

data and the level of its dissemination ma ke this a daunting task. With the help of fact-checking websites (eg: Snopes, 

PolitiFact), it is possible to analyze fake news based on textual content. The spread of fake news is in different 

domains, but fact-checking sites can verify the authenticity of  a particular environment; therefore, false analysis 

remains challenging. Another reason for the difficulty in mock analysis is the unstructured representation (in the  

form of articles, images, audio, video, etc.) of the messages that humans need to classify. Classification algorithms 

are also used to identify fake news. The classification accuracy depends on the efficiency of the algorithm and the  

data set used. Despite the large amount of research work that has been done to meet this purpose, proper class ification 

still faces various challenges such as imbalance, multimodality, lack of appropriate structure, and ambiguity of words 

in datasets. Fake messages should be identified by proper analysis, and better classification accuracy can only be 

achieved with complete knowledge of the messages. Research on different machine learning algorithms provides 

different aspects that can be used for classification. Advances in deep learning techniques are yielding promising 

results regardless of the numerous challenges of the nature of the dataset. 

 

 3.2. RESEARCH CONTRIBUTION  

 

3.2.1. Introduction  

 

        As shown in Figure 3.1, this work proposes four novel frameworks for detecting fake news using title, text, and image. 

Headlines are what grab anyone's attention information. The text explains the headline of the message. The image provides a 

relevant image  data about the news. In many fake news, the textual content and visual information will have no relationship. 

This work uses all three of these pieces of information. 

 

       In the first work, the RCNN (RCNN)-Long Short-Term Memory (LSTM) Model (DL-BGLM) is used to detect fake news 

using textual content. It is a two-step process where first salient features are extracted from the title and then salient features are 

extracted from the text and the outputs are combined to verify the similarity between the title and text features to identify fake 

news. In the second work, the Deep-Learned Prominent Similar Terms Model (DL-PSTM) is used to detect fake news by 

extracting and deep-learning prominent intelligence information. In this work, deep similar terms (PSTs) are derived from the 

title and text of the considered news article, and the correlations between the title, text, and PST are analyzed to identify the 

authenticity of the considered news. In the third paper, the Multiscale-Multi-layered Jointly Squeezed (DL-M2 JS) model is used 

to detect fake news by extracting prominent images from the news. In this work, visual elements are combined with textual 

elements to identify the authenticity of the mentioned messages. Deep Learned Information Integrated Model (DLI2M) is the 

fourth work where title, text, and image are used to detect fake news. This hybrid model combines all features – title, text, PST, 

and image to identify whether the messages are authentic or not.  
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Figure 3.1 Proposed Work Flow 

3.2.2 Deep-learned BI-GRU-LSTM Model (DL-BGLM)  

 

    The first work, the Deep-Learned bi-GRU-LSTM Model (DL-BGLM), uses text content and message title. Detection is done 

by incorporating two new subframes. The Bidirectional Predicted Attention Scheme (GEBPA) gets significant information from 

the name. The second subframe Multi-Layered Convolution and Bidirectional LSTM (MCBL) scheme extracts significant 

information from the text. 

        The two sub-frames are integrated, and deep learning layers learn salient features of both sub-frames to find similarity 

between the title and salient text elements. Based on the similarity score, the name and text elements are analyzed to determine 

whether the given name and text content are fake.  

 

3.2.3 Deep-Learned Similar Concept Model (DL-PSTM) 

 

     The second work, the Deep-Learned Profound Similar Terms Model (DLPSTM), is used to detect fake news using similar 

prominent terms, textual content, and message titles by incorporating three sub-frameworks. Detailed information is collected 

from the title and text. It uses three subframes. The first subframe of the Glove Embedded Bidirectional Predicted Attenti on 

Scheme (GEBPA) is used to extract meaningful information from the title. The second sub-frame Multi-Layered Convolution 

and Bidirectional LSTM (MCBL) scheme is used to extract apparent information from the text. The third subframe Dual -Layered 

Temporal-Semantic (DLTS) Scheme is used to extract features from apparent information from PST. The sub-frames are 

integrated to find the similarity between the headline, text, and main features of the PST, thereby determining whether the given 

news content is fake. 

 

3.3 EXPERIMENTAL SETUP AND DATA SET 

 

3.3.1 Data Files 

 

       Datasets play a major role in identifying and detecting fake news. Many datasets are available (Zhou et al. 2020), of which 

PolitiFact (DB1) (Shu et al. 2018), Gossip Cop (DB2) (Wang et al. 2017), and Media Eval (DB3) (zhou et al. 2020) are the 

predominant datasets for this experiment. The quality of news depends on the quantity of truth in it. This is determined by ground 

truth labels obtained from industry experts. The following table 3.1 shows the statistics of data sets obtained from experts in the 

field. 
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Table 3.1 Statistics of Datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.2 PolitiFact 

 

        PolitiFact (DB1) is a website that provides information regarding US politics. It provides facts, news, and statements about 

US politics from May 2002 to July 2018. Statistics say that out of 1056 news articles, 432 are fake articles and the remaining 

624 are real. Both textual information and image articles are exhibited in 928 and 783 articles respectively. Figure 3.1 shows an 

example of a news article on the PolitiFact dataset.  

        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 3.2 Example of news articles in PolitiFact (DB1) dataset 

 

3.3.3 Gossip Cop 

   

  Gossip Cop (DB2) is a website that is meant for entertainment-related news. The articles published in newspapers and 

magazines related to entertainment from the year July 2000 to December 2018 are available on this website. A total of 22140 

news articles are available of which 16817 are real and the remaining 5323 are fake. Both the articles based on textual information 

totaling 21641 and visual information totaling 18417 are available on the website.  

 

3.3.4 Media Eval  

       Medieval (DB3) is a dataset in which information about titles, images, and tweets is available. The dataset contains a total 

of 17000 tweets about various events of which 6000 are real and the remaining is fake. For the test set, 2000 tweets are used. 

     Medieval (DB3) dataset contains tweets, titles, and images. It has 17000 tweets about different events, of which 6000 are real 
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and 9000 are fake. 2000 tweets are used as the test set. A sample of it is shown in Figure 3.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.3 Sample text and images from the Media Eval (DB3) dataset 

  

 

       The accuracy based on the confusion matrix is calculated by positive True negative/ True positive+ True negative + False 

positive + False negative. The precision based on the confusion matrix is calculated by True positive/ True positive + False 

positive. The accuracy of the DL-BGLM method using the PolitiFact dataset is 82% and by using the Gossip Cop dataset, the 

accuracy is 83% and by using the Mediaeval dataset, the accuracy is 52%. The accuracy of the DL-PSTM method using the 

PolitiFact dataset is 84%, by using the Gossip Cop dataset the accuracy is 84%, by using the Gossip Cop dataset the accuracy is 

54%. 

      The accuracy of the M2 JS method for the PolitiFact dataset is 89%, for the Gossip Cop dataset is 85%, and for the Media 

Eval dataset is 89%. The accuracy of DLI2M using the PolitiFact dataset is 91%, for the Gossip Cop dataset the accuracy is 89% 

and for the Media Eval dataset, the accuracy is 91%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.4 Accuracy Plot 
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4. CONCLUSION AND FUTURE WORK  

 

     In this work, various novel combinations of features are presented that are useful for detecting fake news. With the growing 

popularity of social media, the number of people getting news from social media is more than traditional news media. However,  

social media has been used to spread fake news that negatively affects  individuals and society. Several methods related to fake 

news detection using textual, visual, and hybrid features is discussed in the literature survey, and each of these methods has 

advantages and disadvantages in terms of precision, accuracy, recall, and F1 score. The main emphasis of the proposed 

methodology is the use of unimodal and multimodal features for detecting fake news using deep learning algorithms. The features 

used are textual, visual, and deep similar expressions (PSTs), which are derived from the message text and title, and are checked 

for authenticity. The performances of the proposed works are analyzed  by performing tests on three different types of datasets. 

Reference datasets used are PolitiFact, Gossip Cop, and Media Eval. 

     A four-layer framework was designed to combine prominent features extracted from the title, text, images, and prominent 

similar terms using deep learning layers. Experiments and discussions show that the proposed work shows considerable 

improvement in terms of accuracy (accuracy, recall, etc.). In this research work, similar expressions are proposed which are 

derived from the message text and title, which are used for fake news detection. Compared to various other methods using their 

respective datasets, they show significant improvement in terms of their evaluation measures. 

 

 

 

 

4.1 FUTURE PERSPECTIVES 

 

      Based on the current research work, the following future perspectives are established to achieve further improvement of the 

fake news detection system. 

 

• In this thesis, the work focuses on various features and their integration for fake news detection. There is room to improve 

detection efficiency by adding additional features such as video 

 

• In Chapters 4, 5, 6, and 7, the proposed work can be extended by combining the proposed works with some other features such 

as continuous images and videos 

 

 • The proposed work can also be extended by applying works in video databases and incorporating some feature learning 

methods. The proposed works show a noticeable improvement in terms of their evaluation measures compared to the previously 

available fake news detection methodologies in their respective databases. 
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