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Abstract 

 

Industrial networks rely on standard real-time 

communication protocols, such as ProfiNet RT. 

These real-time protocols use cyclic data exchange 

between IO devices and controllers. Each IO device 

reports its internal state to the controller at a 

predefined frequency, even if the state of the device 

is unchanged. These reports are essential to 

accurately monitor the health of the devices, but 

network resources are limited and it is not advisable 

to overload the network with unnecessary packets. 

The traffic generated by a single device is 

insignificant, but in an industrial site with hundreds 

of such devices, the number of packets to be 

transmitted adds up. As cloud-based industrial 

controllers (e.g., cloud-based soft-PLCs) become 

more prevalent, all generated IO device traffic must 

be forwarded over the access link to edge computing 

or private/public cloud infrastructure. Wireless (e.g. 

5G radio) transmission of many small packets leads 

to spectrum efficiency issues and high-power 

consumption. In this paper, we propose an in-network 

solution to significantly reduce industrial network 

traffic by cooperating with two P4 programmable 

network elements deployed on both sides of an access 

link. Excess traffic is filtered out and new data 

content is cached at both ends while detecting both 

link and device failures in real-time. The adaptive 

mechanism introduced allows the system to 

automatically optimize its efficiency and 

performance by dynamically enabling and disabling 

traffic filtering/caching. 

 

1. INTRODUCTION 
Over the past few decades, industrial controls have 

evolved from boards full of control relays to modern 

programmable logic controllers (PLCs). Other types 

of specialty controllers such as distributed control 

system controllers for the process control industry 

have also developed as industrial controls became 

more and more automated. Nowadays the whole 

industrial network is changing quickly. More and 

more cloud-based solutions appear to replace the 

traditional industrial controller hardware. With the 

advent of 5G, a stable, highly reliable network 

connection can be established over the radio similar 

to the wired counterparts. The communication 

between different parts of an industrial site or other 

remote locations, such as private and edge cloud 

nodes became a viable option over the radio. While 

the idea is functional, connecting programmable logic 

controllers and IO devices via 5G radio presents a 

number of new challenges. Sensors and PLCs are 

currently implemented to send status signals with 

predetermined frequencies usually between 1 and 

1000 Hz. This number of messages leads to a high 

overhead affecting both spectral and energy 

efficiency. Analyzing the contents of these packets, 

we found that most of the data is redundant, they do 

not contain any new sensor information. While these 

packets are redundant, they also take a crucial part in 

the connection, because both PLCs and IO devices are 

very sensitive to packet loss and jitter. In our work, 

we classify these messages and treat redundant 

packets as simple life-signals, while using the 
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valuable sensor information to operate the system. In 

this paper, we focus on real-time industrial protocols 

that implement a communication behavior called 

cyclic data exchange (for example ProfiNet [1]). In 

such protocols, each IO device and the appropriate 

PLC cyclically exchange data packets with a 

predefined frequency. This predefined frequency 

communication does not allow us to simply change 

existing wired networks to wireless, simply because 

hundreds or thousands of such devices will deplete 

the radio spectrum very quickly. To overcome the 

radio limitation, we propose a new method, using the 

concept of in-network computing to substantially 

reduce the network traffic that we need to transmit 

over the radio link. By installing a programmable 

switch before the radio transceiver at both ends of the 

communication, we can get rid of the unnecessary 

data transmission from IO devices whose internal 

state is unchanged. Each programmable switch is 

capable of storing the device states, and also is able to 

detect missing packets. Since both switches have this 

information, the sender switch only needs to transmit 

updates and error information over the radio. The 

receiver switch, if it does not receive any status 

updates or error information from the radio, will 

continuously generate and send out the life signals to 

the PLC. Our solution adds a layer of logic on top of 

existing protocols and does not require any 

modifications to the protocol itself, the PLC, or the IO 

devices. Seamless deployment of this system is 

possible by placing two instances of the P4-

programmable switches (or smartNICs) at the two 

sides of the critical link for example the radio. No 

further changes in the infrastructure or modifications 

in the configurations are required. The proposed 

solution provides a real-time reaction to link and 

device failures but still does not introduce significant 

computational and memory overhead. The reduction 

in network load achieved by eliminating redundant 

traffic opens up new uses for wireless 

communications that were previously not possible 

due to the limitations described above, without the 

need to implement new communication protocols. 

Our solution makes it possible to convert existing 

systems using different real-time communication to 

wireless without the difficulties of deploying new 

protocols. This paper extends the work of [2] with the 

following additional features making the method 

more efficient in non-static environments: 1) We 

introduce an adaptive mode of operation, where the 

traffic reduction module dynamically switches on and 

off for each device depending on the number of state 

changes. 2) We propose a missing event detection 

method to recognize both device and link failures 

quickly. Our pipeline implements a mechanism that 

exchanges information about the availability of IO 

devices and also about the state of the radio link. 3) 

We present the integrated pipeline implemented in P4 

and evaluate it on an Intel/Barefoot Tofino-based 

hardware switch. 4) We have also extended the 

evaluation with several new scenarios, various 

network settings, and further aspects. 

 

               2. LITERATURE SURVEY 
To provide computer networks with a high 

degree of flexibility and scalability Software 

Defined Networking (SDN) introduced a new way 

of programming abstractions by decoupling the 

data and the control plane functionality. While the 

literature on control plane programmability has a 

rich past, difficulties of programmable and portable 

data planes have just started gaining attention in 

recent years. To offer network developers the 

desired flexibility, specific programming languages 

have evolved. These languages let experts describe 

the entire packet processing pipeline in a protocol-

independent way from a high-level abstraction. P4 

is one of the language propositions, which has 

achieved the most influential community support, 

backed by members from both industry and 

academia. The language has numerous compilers 

for diverse software and hardware targets, ranging 

from general-purpose processors, NetFPGAs and 

SmartNICs, to custom-designed sets of ASICs such 

as Intel Tofino. Protocol-independent network 

programming opens up the fields for a new era, in 

which switches are more than simple packet-

forwarding tools. By offloading low-latency 

processing rules to in-network devices, network 

hardware can also take part in calculations on the 

application level during communication. These 

newborn paradigms are called in-network 

computing and edge computing, where server-

based computations are offloaded partly or 

completely to the programmable switches. In 

contrast with cloud computing where computing 

servers are located far away from end-users, edge 

computing and in-network computing offer 

computation very close to the endpoints. Doing so 

will minimize the response time, therefore 

satisfying the low-latency constraints in various 

domain-specific applications became viable. 

The integration of SDN into industrial networks 

has proven to be beneficial in terms of increased 

reliability, scalability, and cost-efficiency. A 

number of scientific papers have been published 

over the years on the topic, highlighting its 

advantages as well as potential challenges that need 

to be addressed. In particular, research has focused 

on improving network performance, reducing 

latency, increasing the reliability, and security of 

industrial networks. Other research topics have 

included the development of algorithms for better 

traffic management, optimizing energy 
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consumption in industrial settings, and enabling 

mobility across various industrial applications. Kim 

et al. demonstrate a prototype implementation for 

in-band network telemetry with P4 language, using 

a software switch as the implementation platform. 

They show how their implementation can be used 

to diagnose various performance problems. Jin et al. 

implement NetCache, which is a new rack-scale 

key-value store architecture that leverages in-

network caching to provide dynamic load balancing 

across all storage servers. Bremler-Barr et al. show 

how a simple L7 load balancer over Software-

Defined Networks can work. NETHCF a line-rate 

in-network system using programmable switches to 

design a novel defense against spoofed IP traffic is 

introduced. Laki et al. present that with the advent 

of P4, description, validation, and evaluation of 

AQM algorithms in a generic framework has 

become possible since the different drop policies 

applied by these methods can be implemented in 

ingress and/or egress control blocks of a P4 

program. 

Not originally developed for the execution of 

complex algorithms, these devices are restrained by 

their processing capability, and the rules to be 

executed on them are limited. However several 

studies showed, those in-network devices can 

effectively be used to execute simple control 

algorithms for example controlling an inverted 

pendulum. Cesen et al. offer an emergency action 

execution platform to overcome the latency 

problems caused by the possible connection 

problems between the devices and the controller. 

The authors produce emergency packets, with stop 

commands, directly from the data plane. The 

emergency action can be triggered if the switch 

detects a packet with a specific payload. In 

Industrial IoT, the infrastructure needs to handle the 

data generated by millions of sensors, and support 

the control of production processes in real time. Mai 

et al. proposed an edge- and in-network computing 

architecture for industrial IoT, where they use 

complex event processing to transform the 

application-specific functions into operation units 

and offload them to the network devices. Security 

is also a serious concern in industrial IoT. Wusteney 

et al. in their paper, analyze the arising problems 

and quantify the delay and jitter impacts caused by 

using firewalls and packet filters in TSN networks. 

 

   3. OVERVIEW OF THE SYSTEM 

3.1 Existing System 

Over the past few decades, industrial controls have 

evolved from boards full of control relays to modern 

programmable logic controllers (PLCs). Other types 

of specialty controllers such as distributed control 

system controllers for the process control industry 

have also developed as industrial controls became 

more and more automated. 

3.1.1 Disadvantages of Existing System  

Assumption of Offloading to Edge Servers: Many 

existing methods assume tasks are offloaded to edge 

servers, which may not always be the most efficient 

approach, considering the limitations of edge servers 

in computing power and memory. 

 

Limited Flexibility: Some methods rely on 

predetermined scheduling techniques without 

considering dynamic factors like varying network 

conditions or real-time resource availability. 

 

Potential Latency Issues: Offloading tasks to edge 

servers or remote resources may introduce latency, 

especially if the communication distance is 

significant. This latency can impact application 

responsiveness and user experience negatively. 

 

Complexity in Implementation: Certain scheduling 

techniques proposed in existing methods may involve 

complex algorithms or overhead, making their 

implementation and deployment challenging, 

especially in real-world vehicular environments. 

 

3.2 Proposed System 

 

In this setup, a P4-switch handles incoming data 

packets from local IO devices. It stores the content 

carried by these packets and responds on behalf of the 

PLC controller located on the other end of the radio 

network.  

Importantly, data isn't transmitted over the wireless 

link, ensuring efficient operation. The switch keeps 

track of the most recent packet data to generate the 

expected responses.  

If the data in a packet from a specific device change, 

the packet is forwarded to the switch on the other end 

to update the stored content. 

 

3.2.1 Advantages of Proposed System 

Minimized Time Interval: This approach aims to 

reduce the time gap between task offloading and 

execution, ensuring tasks are swiftly executed without 

unnecessary delays. 

Consideration of Distance: By factoring in the 

distance between client vehicles (CVs) and worker 

vehicles (WVs) during the selection of WVs for task 

offloading, it guarantees tasks are assigned to WVs 

within communication range. This consideration 

enhances network stability. 

Energy Efficiency: The method takes energy costs 

into account, which is particularly advantageous for 

electric vehicles, given its potential impact on their 

driving range. By optimizing task scheduling to 

minimize energy consumption, it contributes to 
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prolonging the operation of electric vehicles. 

Sequential Offloading: Tasks are offloaded 

sequentially rather than all at once, which minimizes 

the time discrepancy between scheduling and task 

execution. This sequential approach aids in efficiently 

managing computational load. 

 

 3.3 Proposed System Design 

In this project work, there are four modules and each 

module has specific functions, they are: 

1. Admin Module 

2. PLC Module 

3. Server Module 

3.3.1 Admin Module 
Assume a cloud-assisted industrial environment 

where the data communication between IO 

devices (sensors and actuators) is deployed in the 

industrial site and software PLCs running in the 

cloud (public, private, or edge). Admin module is 

a entity in the cloud assisted network who will 

add plc and servers.   
3.3.2 PLC Module 

Each PLC continuously queries the state of the 

IO devices and check status of servers who are 

busy and waiting to accept request. The typical 

update period fits into the range of how busy 

servers are and may vary from server to server. 

In our system model, we assume three 

operational phases of each device: 1) Active 

phase when the reported IO data continuously 

changes, representing the case when the servers 

(e.g., an actuator) performs an industrial task or 

its environment is not static. 

PLC can login to application and check various 

servers who are busy and waiting to accept 

request based on their status plc will upload data 

and sent to servers and get response form severs. 

PLC can cancel request and upload new task and 

check response from sever 
3.3.3 Server Module 

Using this module task manager will login with Using 

this server module there are three servers, s1, s2 and 

s3 servers who are waiting for requests from plc and 

check status based on how busy they are plc will send 

data to less busy server and server can check requests 

cancel task if plc requests to cancel before execution 

and send decrypted data to plc.  

 

 

 

 

 

 

 

 

 

3.4 Architecture 

 

 
                        Fig 1: System Architecture  

                       4. RESULT SCREEN SHOTS 
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5. CONCLUSION 

 
The communication between IO devices and 

PLCs produces countless small packets, so it was not 

feasible to build a radio link between the devices and 

the cloud-based soft-PLCs. In this paper, we proposed 

a model in which device states are managed locally to 

minimize communication over critical links. Using 

in-network computing, we have presented our 

prototype that can integrate into real-time industrial 

environments without affecting the required 

reliability and without the need to modify the 

protocol, PLC, or IO devices. We have also shown 

that by managing redundant sensor data locally, we 

can significantly reduce the average load on critical 

links, such as 5G radios between different parts of an 

industrial site. Through our evaluations, we have 

demonstrated the benefits of the proposed method in 

several aspects. We have quantified the impact of 

traffic reduction both in the standard scenario and 

using our adaptive switching. We found that our 

implementation has no significant impact on 

information latency while also having relatively low 

resource requirements. In proposed system we are 

using three techniques to encrypt data for security 

purpose which is shown on cloud environment. As in 

future scope a multi-dimensional application can be 

developed where every time when user uploads data 

user can select what type of encryption technique, he 

can use like 2 or three methods based on that each file 

will have new way of technique. 
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