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Abstract 

Agriculture is a growing field of research. In particular, 

crop prediction in agriculture is critical and is chiefly 

contingent upon soil and environment conditions, 

including rainfall, humidity, and temperature. In the past, 

farmers were able to decide on the crop to be cultivated, 

monitor its growth, and determine when it could be 

harvested. Today, however, rapid changes in 

environmental conditions have made it difficult for the 

farming community to continue to do so. Consequently, 

in recent years, machine learning techniques have taken 

over the task of prediction, and this work has used several 

of these to determine crop yield. To ensure that a given 

machine learning (ML) model works at a high level of 

precision, it is imperative to employ efficient feature 

selection methods to preprocess the raw data into an easily 

computable Machine Learning friendly dataset. To reduce 

redundancies and make the ML model more accurate, 

only data features that have a significant degree of 

relevance in determining the final output of the model 

must be employed. Thus, optimal feature selection arises 

to ensure that only the most relevant features are accepted 

as a part of the model. Conglomerating every single 

feature from raw data without checking for their role in 

the process of making the model will unnecessarily 

complicate our model. Furthermore, additional features 

which contribute little to the ML model will increase its 

time and space complexity and affect the accuracy of the 

model’s output. The results depict that an ensemble 

technique offers better prediction accuracy than the 

existing classification technique. 

 

1. INTRODUCTION 

Crop prediction in agriculture is a complicated process [1] 

and multiple models have been proposed and tested to this 

end. The problem calls for the use of assorted datasets, 

given that crop cultivation depends on biotic and abiotic 

factors [2]. Biotic factors include those elements of the 

environment that occur as a result of the impact of living 

organisms (microorganisms, plants, animals, parasites, 

predators, pests), directly or indirectly, on other living 

organisms. This group also includes anthropogenic 

factors (fertilization, plant protection, irrigation, air 

pollution, water pollution and soils, etc.). These factors 

may contribute to the occurrence of many changes in the 

yield of crops, cause internal defects, shape defects and 

changes in the chemical composition of the plant yield. 

The shaping of the environment as well as the growth and 

quality of plants is influenced by abiotic and biotic 

factors. Abiotic factors can be divided into physical, 

chemical, and other. The recognized physical factors 

include: mechanical vibrations (vibration, noise), 

radiation (e.g., ionizing, electromagnetic, ultraviolet, 

infrared); climatic conditions (atmospheric pressure, 

temperature, humidity, air movements, sunlight); soil 

type, topography, soil rockiness, atmosphere, and water 

chemistry, especially salinity. The chemical factors 
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include: priority environmental poisons, such as sulfur 

dioxide and derivatives, PAHs; nitrogen oxides and 

derivatives, fluorine, and its compounds, lead and its 

compounds, cadmium and its compounds, nitrogen 

fertilizers, pesticides, carbon monoxide. The others are: 

mercury, arsenic, dioxins and furans, asbestos, and 

aflatoxins [3]. Abiotic factors also include bedrock, relief, 

climate, and water conditions - all of which affect its 

properties. Soil-forming factors have a diversified effect 

on the formation of soils and their agricultural value [4]. 

Predicting crop yields is neither simple nor easy. The 

methodology for predicting the area under cultivation is, 

according to Myers et al. [5] and Muriithi [6], a set of 

statistical and mathematical techniques useful in an 

evolving and improving optimization process. It also has 

important uses in design, development, and formulation 

new as well as improving existing products. Presentation 

or performance of statistical analysis requires the 

possession of numerical data. Based on them, conclusions 

are drawn as to various phenomena and further, on this 

basis, binding economic decisions can be made. 

According to Muriithi [6], the better you describe certain 

phenomena in terms of numbers, the more you can say 

about them, and with increasing data accuracy you can 

also obtain more accurate information and make more 

accurate decisions. The biggest problem in the temperate 

climate zone is assessment of agroclimatic factors in 

terms of shaping the yield of winter plant species, mainly 

cereals. The key factor influencing wintering yield, which 

provides access to days with a temperature over of 5◦ C, 

their number and frequency, and the number of days in the 

wintering period with temperatures above 0◦C and 5◦C. A 

number of these can be estimated on the basis of public 

statistics and yield regression statistics in years. 

Developed models for checking the situation that assess 

whether they want to be a probation of state policy in the 

field of intervention in the cereal market. Efficient 

forecasting of productivity requires forecasting of a 

agrometeorological factors. Aspects related to the 

variability of these factors may pose a particular problem 

[7]. Many researchers have dealt with this issue with 

varying degrees of success [8] [10]. 

 

               2. LITERATURE SURVEY 

Rakowski et al. [9] predicted narrow-leaf lupine yields 

for 2050-2060 using weather models and three climate 

change scenarios for Central Europe: E-GISS model, 

HadCM3 and GFDL. The fit of the models was assessed 

by means of the determination coefficient R2, corrected 

coefficient of determination R2adj, standard error of 

estimation and the coefficient of determination R2pred 

calculated using the Cross Validation procedure. The 

selected equation was used to forecast lupine yield under 

the conditions of doubling the CO2 content in the 

atmosphere. These authors stated that the influence of 

meteorological factors on the yield of narrow-leaved 

lupine varied depending on the location of the station. 

The temperature (maximum, average, minimum) at the 

beginning of the growing season, as well as rainfall 

during the flowering - technical maturity period, most 

often had a significant influence on the yield. It has been 

shown that the predicted climate changes will have a 

positive effect on the lupine yield. The simulated 

profitability was higher than that observed in 1990- 

2008, and HadCM3 was the most favorable scenario. 

Dombrowska-Zielińska et al. [8] assessed the 

usefulness of plant biophysical parameters, calculated 

from the ranges of reflected electromagnetic radiation 

recorded by the new generation satellites Sentinel-2 and 

Proba-V, for forecasting crop yields in Poland. In 2016-

2018, ground measurements were carried out in arable 

fields in the area included in the global crop monitoring 

network GEO Joint Experiment of Crop Assessment and 

Monitoring JECAM. Classification of crops was 

performed using optical and radar images Sentinel-1 and 

RadarSat-2. The PROtotypical model of Biomass and 

Evapotranspiration PRO was used to simulate the 

growth of winter wheat cultivation, to forecast its 

biomass size. Got high accuracy of 94% of the size of 

biomass modeled with real biomass. 

Li et al. [10] found that accurate, high-resolution yield 

maps are needed to identify spatial patterns of yield 

variability, to identify key factors influencing yield 

variability, and to provide detailed management 

information in precision farming. Varietal differences 

may significantly affect the forecasting of potato tuber 

yields with the use of remote sensing technologies. 

These authors argue that improving potato crop 

forecasting with remote sensing of unmanned aerial 

vehicles (UAVs) by incorporating varietal information 

into machine learning methods has the best chance at 

present. 

There are different challenges in this research area. 

Currently, crop prediction [11] models generate actual 

results that are satisfactory, though they could perform 

better. This paper attempts to propose an enhanced crop 

prediction model that addresses these issues. The 

prediction process [12] depends on the two fundamental 

techniques of feature selection [FS] and classification. 

Prior to the application of FS techniques, sampling 
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techniques are applied to balance an imbalanced dataset. 

 

   3. OVERVIEW OF THE SYSTEM 

3.1 Existing System 

The existing systems for crop prediction in agriculture 

utilize a variety of techniques, including statistical and 

mathematical models, machine learning algorithms, and 

remote sensing technologies. These systems leverage 

diverse datasets that capture biotic and abiotic factors 

affecting crop cultivation, such as weather conditions, soil 

properties, and environmental pollutants. Researchers 

have developed models that forecast crop yields based on 

historical data and projections of climate change 

scenarios, aiming to provide valuable insights for 

agricultural decision-making. 

3.1.1 Disadvantages of Existing System  

i. Inefficient feature selection techniques may lead 

to the inclusion of irrelevant data features, 

diminishing prediction accuracy. 

ii. Limited adaptability to changing environmental 

conditions may result in less timely and precise 

predictions. 

iii. Lack of robustness in handling complex 

interactions between biotic and abiotic factors can 

hinder the accuracy of crop yield forecasts. 

iv. Suboptimal feature selection methods may result 

in the inclusion of irrelevant data features, 

reducing prediction accuracy. 

v. Traditional techniques may struggle to adapt to 

dynamic environmental conditions, leading to less 

timely and accurate predictions. 

 

3.2 Proposed System 

 

The proposed system for crop prediction introduces the 

Boruta algorithm, a random forest-based classification 

technique designed to enhance feature selection. By 

extending the dataset with shadow attributes and 

employing iterative Z score calculations, Boruta 

accurately identifies the most relevant attributes affecting 

crop yield prediction. Through a rigorous process of 

significance testing and attribute elimination, the 

algorithm efficiently distinguishes between important and 

unimportant features, improving the precision of crop 

yield models. By leveraging the Boruta algorithm, the 

proposed system aims to optimize agricultural decision-

making by providing valuable insights into the biotic and 

abiotic factors influencing crop cultivation. 

 

3.2.1 Advantages of Proposed System 

i. Enhanced feature selection accuracy through the 

utilization of the Boruta algorithm. 

ii. Iterative approach ensures thorough evaluation of 

attribute importance, improving decision-making 

in agricultural practices. 

iii. Optimization of feature selection captures 

complex interactions between biotic and abiotic 

factors, providing valuable insights for 

sustainable agricultural management. 

iv. Utilization of the Boruta algorithm enhances 

feature selection accuracy, ensuring the inclusion 

of only the most relevant attributes for prediction. 

v. Iterative evaluation process improves the 

robustness of attribute importance assessment, 

leading to more informed decision-making in 

agricultural management. 

vi. Optimization of feature selection enables the 

capture of intricate relationships between biotic 

and abiotic factors, providing comprehensive 

insights for sustainable farming practices. 

vii. Increased efficiency in identifying significant 

attributes enhances the overall performance and 

reliability of crop yield prediction models. 

viii. The proposed system offers a systematic and data- 

driven approach, contributing to the advancement 

of precision agriculture and informed decision-

making in crop cultivation. 

3.3 Proposed System Design 

In this project work, there are two modules and each 

module has specific functions, they are: 

1. Service Provider Module 

2. User Module 

3.3.1 Service provider Module 

In this module, the Service Provider has to login by using 

valid user name and password. After login successful he 

can do some operations such as Login, Browse and Train 

& Test Crop Data Sets, View Trained and Tested Crop 

Datasets Accuracy in Bar Chart, View Trained and Tested 

Crop Datasets Accuracy Results, View Prediction Of Crop 

Type, View Crop Type Ratio, Download Predicted Data 

Sets, View Crop Type Ratio Results, View All Remote 

Users. 

3.3.2 Remote User Module 

In this module, there are n numbers of users are present. 

User should register before doing any operations. Once 

user registers, their details will be stored to the database. 

After registration successful, he has to login by using 

authorized user name and password. Once Login is 

successful user will do some operations like Register And 

Login, Predict Crop Type, View Your Profile. 
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3.4 Architecture 

 

 

 

 

                        Fig 1: System Architecture  
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5. CONCLUSION 

Predicting crops for cultivation in agriculture is a 

difficult task. This paper has used a range of feature 

selection and classification techniques to predict 

yield size of plant cultivations. The results depict that 

an ensemble technique offers better prediction 

accuracy than the existing classification technique. 

Forecasting the area of cereals, potatoes and other 

energy crops can be used to plan the structure of their 

sowing, both on the farm and country scale. The use 

of modern forecasting techniques can bring 

measurable financial benefits. To enhance crop 

prediction based on environmental characteristics, 

consider integrating advanced machine learning 

algorithms like Random Forest, Gradient Boosting, 

or Neural Networks. Additionally, explore feature 

selection techniques such as Recursive Feature 

Elimination or Principal Component Analysis to 

improve model efficiency. Stay updated on remote 

sensing technologies for accurate environmental data 

collection, and collaborate with domain experts to 

refine feature sets for better predictions. Regularly 

update your model with the latest agricultural and 

environmental research findings to ensure relevance 

and accuracy. 
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